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Abstract

In this paper, we present a new approach for solving fuzzy nonlinear equations. Our approach require to compute the Jacobian matrix once
through out the iterations unlike some Newton’s-like methods which needs to compute the Jacobian matrix in every iterations. The fuzzy
coefficients are presented in parametric form. Numerical results on well-known benchmarks fuzzy nonlinear equations are reported to
authenticate the effectiveness and efficiency of the approach.
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1. Introduction

Solving systems of nonlinear equations is becoming more essential state in analysis and handling complex problems in many research areas
(e.g Robotics, Radiative transfer, Chemistry, Economics, e.t.c). Consider the nonlinear systems

F(x) = 0, (1)

where F : Rn→ Rn is a nonlinear mapping. The value of variable x is called a solution or root of the nonlinear equations. The most widest
approach to solve such nonlinear systems is Newton’s initiative [3], yet it required to compute the Jacobian matrix in every iteration.
However, in some cases, the coefficients of the nonlinear systems are given in fuzzy numbers instead of crisp numbers. Therefore, there is a
need to explore some possible numerical methods for solving fuzzy nonlinear equations. It is vital to mention that, the basic concept of fuzzy
numbers were first presented in [15, 16, 17], and the famous application of fuzzy number arithmetic is systems of nonlinear equations in
which its coefficients are given as fuzzy numbers [6, 12, 14]. Moreover, the standard analytical technique presented by [4, 10] cannot be
suitable for handing the fuzzy nonlinear equations such as

(i) ax3 +bx2 + cx− e = f
(ii) d sin(x)−gx = h
(iii) ix2 + f cos(x) = a
(iv) x− cos(x) = d

where, a,b,c,d,e, f ,g,h, i are fuzzy numbers. In general, we consider these equations as

F(x) = c. (2)

To tackle these situations, some numerical methods have been introduced [1, 2, 7, 9, 10, 11]. For example [9] applied Newton’s method
while [1] employed Broyden’s method and [7] uses steepest descent method to solve fuzzy nonlinear equations respectively. Nevertheless,
the weakness of Newton’s method arise from the need to compute and invert the Jacobian Matrix in every iteration. Moreover, Broyden’s
method still require to store the full elements of the approximate Jacobian in each iteration.
In this paper, Chord Newton’s method is proposed to solve fuzzy nonlinear equations. This method has been the simplest variant of Newton’s
method and it reduces computational cost at each iteration. The main idea of this study is to apply Chord Newton’s method in solving fuzzy
nonlinear equations. This paper is arranged as follows: we present brief overview and some basic definitions of the fuzzy nonlinear equations
in section 2, description of Chord Newton’s method are given in section 3. Section 4 presents Chord Newton’s method for solving fuzzy
nonlinear systems. Numerical results are reported in section 5, and finally conclusion is given in section 6 .
Solving fuzzy nonlinear systems using numerical method has attracted the attentions of many researchers over time, due to the fact that
some standard analytical methods are not suitable for solving fuzzy nonlinear equations [4, 10]. It is worth to mention that, some promising
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numerical method have been proposed [1, 2, 7, 9, 10, 11]. However, the weakness of Newton’s method arise from the need to compute and
invert the Jacobian Matrix in every iteration [3]. It worth to mention that, [11] has extended the approach of [9] to solve dual fuzzy nonlinear
systems. Nevertheless, their approach required to compute and store the Jacobian matrix in every iteration. In this paper, a new approach via
Newton’s and Broyden’s method is proposed to solve dual fuzzy nonlinear equations. The anticipation has been to reduce the computational
burden of the Jacobian matrix in every iterations.
This paper is arranged as follows: we present brief overview and some basic definitions of the fuzzy nonlinear equations in section 2,
description of our approach are given in section 3. Section 4 presents hybrid approach for solving dual fuzzy nonlinear systems. Numerical
results are reported in section 5, and finally conclusion is given in section 6 .

2. Preliminaries

This section presents some vital definitions of fuzzy numbers.

Definition 1. A fuzzy number is a set like u : R→ I = [0,1] which satisfies the following conditions [5]:

(1) u is upper semicontinous,
(2) u(x) = 0 outside some interval [c,d],
(3) there are real numbers a,b such that c≤ a≤ b≤ d and
(3.1) u(x) is monotonic increasing on [c,a]
(3.2) u(x) is monotonic decreasing on [b,d]
(3.3) u(x) = 1, a≤ x≤ b.

The set all these fuzzy numbers is denoted by E. An equivalent parametric is as also given in [13].

Definition 2. [5]. A fuzzy number in parametric for is a pair u,u of function u(r), u(r), 0≤ r ≤ 1, which satisfies the following:

(1) u(r) is a bounded monotonic increasing left continous function,
(2) u(r) is a bounded monotonic decreasing left continous function,
(3) u(r)≤ u(r), 0≤ x≤ 1
For more on types of fuzzy numbers (see [5, 9, 13] ). In the following section we present our approach.

3. Chord Newton’s Method

It is well known that, in order to eliminate some of the shortcomings of Newton’s method for solving nonlinear systems of equations it has
been suggested that the Jacobian matrix be evaluated either once and for all or once every few iterations, instead of at every iteration as is
strictly required [8] . The promising method to tackle this very crucial issue is fixed(chord) Newton’s method. This method saves a lot the
computational burdens of the Jacobian matrix F ′(xk), by approximating the Jacobian with the Jacobian at x0 (Initial guess) i.e

F ′(xk)≈ F ′(x0), for all k.

On the other hand, any further information about F ′(xk) required during the iterations is neglected. The Chord Newton’s method generates
an iterative sequence {xk} via the following algorithm.
Algorithm 1 (Fixed Newton method)
Given x0
solve
F ′(x0)sk =−F(xk) for sk k = 0,1,2, ...
Update
xk+1 = xk + sk.
Another variation of Chord Newton’s method could be found in [8], as

xk+1 = xk−A−1F(xk),

where

A≈ F ′(x∗) for all k.

[8] reports that, methods of this type may be viewed as preconditioned nonlinear Richardson iteration, in view of the fact that :

‖∆xk‖= ‖A−F ′(xk)‖ ≤ ‖A−F ′(x∗)‖+‖F ′(x∗)−F(xk)‖,

if xk ∈ B(δ )⊂Ω then,

‖∆xk‖= ‖A−F ′(x∗)‖+ γ‖xk− x∗‖ ≤ ‖A−F ′(x∗)‖+ γδ .

In the following, we state the convergence theorems of Chord Newton’s, we referred to the proof to [8].

Theorem 1
Let the standard assumptions hold. Then there are KC > 0 and δ > 0 such that if x0 ∈ B(δ ), the fixed(chord) Newton’s iterates converge
q-linearly to x∗ and

‖xk+1− x∗‖ ≤ Kc‖x0− x∗‖‖xk− x∗‖. (3)
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Theorem 2
Let the standard assumptions holds. Then there are KA > 0, δ > 0 and δ1 > 0 such that if x0 ∈ B(δ ) and ‖A−F ′(x∗)‖ < δ1, then the
iteration,

xk+1 = xk−A−1F(xk),

converge q-linearly to x∗ and

‖xk+1− x∗‖ ≤ KA(‖x0− x∗‖+‖A−F ′(x∗)‖)‖xk− x∗‖. (4)

4. Chord Newton’s Method for Solving Fuzzy nonlinear Equations

The basic idea of this section is to obtain a solution for fuzzy nonlinear equations

F(x) = c. (5)

The parametric version of (5) is given as follows

F(x, x̄,r) = c(r)

F̄(x, x̄,r) = c̄(r) ∀r ∈ [0,1] (6)

Assume that x = (λ ,λ ) is the solution to the above fuzzy nonlinear equation, then

F(λ , λ̄ ,r)− c(r) = 0

F̄(λ , λ̄ ,r)− c̄(r) = 0 ∀r ∈ [0,1] (7)

Hence, if xk = (xk,xk) is an approximate solution to this system, then there exist p(r) and q(r) and ∀r ∈ [0,1] such that

λ (r) = xk(r)+ p(r)

λ̄ (r) = x̄k(r)+q(r), k = 0,1,2, ... (8)

Without the lost of generality, consider the Taylor expansion of the functions F and F about a point (x0,x0) and by eliminating the terms
with highest order ∀r ∈ [0,1] , we have

F(λ , λ̄ ,r) = F(x0,x0,r)+ pFx(x0,x0,r)+qFx(x0,x0,r) = c(r)

F(λ , λ̄ ,r) = F(x0,x0,r)+ pFx(x0,x0,r)+qFx(x0,x0,r) = c(r). (9)

After little simplifications, (9) transforms to

J(x0,x0,r)
(

p(r)
q(r)

)
=

(
α

β

)
(10)

where α = c(r)−F(x0,x0,r), β = c(r)−F(x0,x0,r) and

J(x0,x0,r) =
(

Fx(x0,x0,r) Fx(x0,x0,r)
Fx(x0,x0,r) Fx(x0,x0,r)

)
hence , we have(

p(r)
q(r)

)
=

(
α

β

)
J−1(x0,x0,r). (11)

Finally, the proposed scheme is given as follow:

xn(r) = xn−1(r)+
(

α

β

)
J−1(x0,x0,r) k = 1,2, ... (12)

where xn(r) =
(

xn(r)
xn(r)

)
and xn−1(r) =

(
xn−1(r)
xn−1(r)

)
.

Now, we can describe the algorithm for our proposed method as follows:

Algorithm Chord

Step 1. Transform the fuzzy nonlinear equations into parametric form.

Step 2. Determine the initial guess x0 by solving the parametric equations for r = 0 and r = 1.

Step 3. Compute the initial Jacobian matrix
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J(x0,x0,r)

Step 4. Compute

xn(r) = xn−1(r)+
(

α

β

)
J−1(x0,x0,r) k = 1,2, ... (13)

Step 5. Repeat Steps from 3 to 4 and continue with the next k keeping Jacobian constant until tolerance ε ≤ 10−5 are satisfied.

5. Numerical Results

In this section, we consider two problems to illustrate the performance of Chord Newton’s method for solving fuzzy nonlinear equations.
The computations are done in MATLAB 7.0 using double precision computer. The benchmark problems are from [1, 9, 10].

Problem 1. Consider

(4,6,8)x2 +(2,3,4)x− (8,12,16) = (5,6,7). (14)

With out lost of generality, let x be positive, hence the parametric form of (14) is give as [4,6]:

(4+2r)x2(r)+(2+ r)x(r)− (8+4r) = (5+ r)
(8−2r)x2(r)+(4− r)x(r)− (16−4r) = (7− r)

(15)

Therefore

α = (5+ r)− (4+2r)x2(r)− (2+ r)x(r)+(8+4r)
β = (7− r)− (8−2r)x2(r)− (4− r)x(r)+(16−4r)

(16)

and Jacobian is given as

J(x,x;r) =
[

2(4+2r)x(r)+(2+ r)(r) 0
0 2(8−2r)x(r)+(4− r)

]
. (17)

Hence, the Jacobian inverse is

J(x,x;r)−1 =

[
1

2(4+2r)x(r)+(2+r)(r) 0
0 1

2(8−2r)x(r)+(4−r)

]
. (18)

To obtain the initial values, we set r = 0 and r = 1 in (15) respectively, hence

4x2(0)+2x(0)−3 = 0.
8x2(0)+4x(0)−9 = 0.

(19)

And

6x2(1)+3x(1)−6 = 0.
6x2(1)+3x(1)−6 = 0.

(20)

Moreover,(19) and (20) yields x(0) = 0.65139, x(0) = 0.83972 and x(1) = x(1) = 0.78078
Therefore, initial guess x0 = (x(0),x(1),x(0)). From our own observation, the x0 is very close to the solution. Therefore, in order to illustrate
the performance of our approach, we consider x0 = (0.5098,0.7598,0.9).
Using, Algorithm Chord with x0 = (0.5089,0.7589,0.9) by repeating 3 to 5 until stoping criterion is satisfies. It is worth to mention that,
after four iterations with fixed Jacobian (J(x0,x0;r)) the solution was obtained with maximum error less than 10−5. We present the details of
the solution for ∀r ∈ [0,1] in Figure 1.
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Figure 1. Positive Solution of Chord Newton’s method for problem 1

Problem 2. Consider

(3,4,5)x2 +(1,2,3)x = (1,2,3). (21)

With out lost of generality, let assume x is positive, then we have the parametric equation as [4,6]:

(3+ r)x2(r)+(1+ r)x(r) = (1+ r)
(5− r)x2(r)+(3− r)x(r) = (3− r)

(22)

Therefore

α = (1+ r)− (3+ r)x2(r)− (1+ r)x(r)
β = (3− r)− (5− r)x2(r)− (3− r)x(r)

(23)

We obtained the initial point by letting r = 0 in (22)

3x2(0)+ x(0)−1 = 0.
5x2(0)+3x(0)−3 = 0.

(24)

For r = 1 we have

4x2(1)+2x(1)−2 = 0.
4x2(1)+2x(1)−2 = 0.

(25)

Therefore, x(0)= 0.4343, x(0)= 0.5307 and x(1)= x(1)= 1
2 , hence, the initial guess x0 =(x(0),x(1),x(0)) that is, x0 =(0.4343, 1

2 ,0.5307).
It has been suggested by [1] that, the above initial guess is too close to the true solution and proposed another point significantly far from the
root. Here, we use the initial guess presented in [1], i.e x0 = (0.4,0.5,0.6). Using the algorithm Chord, we obtained the solution in four
iterations with maximum error less than 10−5. The performance profile of the solution for r ∈ [0,1] are presented in Figure 2 .
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Figure 2. Positive Solution of Chord Newton’s method for problem 2
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Figure 1 and 2 demonstrates the efficiency of our approach on solving fuzzy nonlinear equations. Furthermore, the convergence rate is
promising when ever the initial guess is close to the solution due to the fact that Chord Newton is a local method.

6. Conclusion

In this paper, we present a new iterative approach for solving fuzzy nonlinear equations. The scheme saves a lot the computational burdens
of the Jacobian matrix. The fuzzy nonlinear equations are written in parametric form and then solved via Chord method. Numerical testing
provides strong indication that in all the tested problems, our approach is very encouraging . Hence we can claim that, our approach is a
good alternative for solving fuzzy nonlinear equations.
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