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Abstract 
 

In this paper, the First Integral Method and the Sine-Cosine Method are being used in constructing optical 1-soliton solutions of Triki-

Biswas Equation that plays a vital role in the study of soliton dynamics of sub-pico-second optical pulses in mono-mode optical fibers 

with non-Kerr law nonlinearity and subsequently some soliton and non-soliton solutions are formally obtained. 
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1. Introduction 

Optical solitons are optical pulses which don’t change shape during propagation because of balance between dispersion effects and non-

linear effects in the medium through which they propagate. They are also referred to as localized optical pulses which don’t diffract or 

disperse while passing through a medium. They can act as information carriers in trans-continental and trans-oceanic data transmission. 

In the recent a few decades, the study of optical solitons is playing a vital role in many core areas of modern research in communication 

engineering. Pulse propagation in optical fibers with self-steepening(Kerr Dispersion) is governed by the so-called Derivative Nonlinear 

Schrodinger Equation (DNLSE) [1] including the Kaup-Newell Equation (KNE) [2], [3], the Chen-Lee-Liu Equation (CLLE) [4], [5],the 

Fokas-Lenells Equation (FLE) [ 6-8], the Gerdjikov-Ivanov Equation (GIE) [9], [10] etc. As an important generalization of the derivative 

nonlinear Schrodinger equation, HouriaTriki andAnjan Biswas, in the year 2018, proposed an equation latter known after them as Triki-

Biswas Equation (TBE) [11-13], in order to model ultra-short pulse propagation in optical fiber systems beyond the Kerr limit. The equa-

tion then becomes an excellent asset in telecommunication engineering via optical solitons. In this paper, the TBE is being handled by 

the aid of the first integral method [ 14-21] and the sine-cosine method [22], [23]. 

2. Governing equation 

The Triki-Biswas equation (TBE) is written in the form 

 

𝑖
𝜕𝑢

𝜕𝑡
+  𝛼 

𝜕2𝑢

𝜕𝑥2 +  𝑖𝛽 
𝜕

𝜕𝑥
(|𝑢|2n 𝑢) = 0                                                                                                                                                          (1) 

 

where i =  √− 1 is the imaginary number, x is the spatial co-ordinate, t is the temporal co-ordinate, the function 𝑢(𝑥, 𝑡) is a complex 

valued function that can yield the wave profile, the first term corresponds to a temporal evolution of pulses, the second term represents a 

Group Velocity Dispersion (GVD) term with coefficient 𝛼 and the third term represents a non-Kerr and nonlinear dispersion (NLD) term 

compensated by the coefficient 𝛽 when  𝑛 > 0.  When  𝑛 = 1, the equation reduces to Kaup-Newell equation (KNE). For 𝑛 = 2, the 

derivative quintic non-Kerr nonlinearity term plays an important role in the propagation of very short pulses of width around sub-10 fs in 

highly nonlinear optical fibers. 

To reduce Eq. (1) to a nonlinear ODE, let us introduce the transformations 

 

𝑢(𝑥, 𝑡) = 𝑈(𝜉)e𝑖(− 𝑘𝑥+ 𝜔𝑡+ 𝜀)                                                                                                                                                                     (2) 

 

and 

 

𝜉 = 𝑥 − c𝑡                                                                                                                                                                                                   (3) 

 

where c is a constant (generally the constant propagation speed of the optical pulse), k is the angular frequency and ω is the wave number 

of the pulse. 
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Substituting Eqs.(2) and (3) along with the relevant derivatives into Eq. (1) and then separating the resulting equation into the real and 

the imaginary parts, we obtain the Real Part as 

 

𝛼 
𝑑2𝑈

𝑑𝜉2
− (𝛼𝑘2 +  𝜔)𝑈 + 𝛽𝑘 𝑈2𝑛+1 = 0                                                                                                                                                  (4) 

 

and the Imaginary Part as 

 

c =  −2𝑎𝑘 + (2𝑛 + 1) 𝛽𝑈2𝑛                                                                                                                                                                    (5) 

 

Here, we see that the speed of the sub-10 fs optical pulse (soliton) is yielded from the imaginary component shown in Eq. (5)whereas the 

profile of the soliton is given by integration of the real component shown in Eq. (4). 

Further, let us put 

 

𝑈(𝜉) =  [𝑉(𝜉)]𝑁                                                                                                                                                                                         (6) 

 

where N is to be determined from balancing of degrees between the term with highest order derivative and the term with highest nonline-

arity in Eq. (4). 

Thus, we have 

 

𝑁 + 2 =  (2𝑛 + 1)𝑁 giving  𝑁 =  
1

𝑛
 . 

 

Thus, Eq. (6) becomes 

 

𝑈(𝜉) =  [𝑉(𝜉)]
1

𝑛 .                                                                                                                                                                                           (7) 

 

Substituting Eq. (7) and its relevant derivatives into Eq. (4), we obtain 

 

2𝑛𝛼𝑉𝑉′′ +  𝛼(1 − 2𝑛)(𝑉′)2  −  4𝑛2(𝛼𝑘2 +  𝜔)𝑉2 + 4𝑛2𝛽𝑘𝑉3 = 0                                                                                                        (8) 

 

where  𝑉′ =  
𝑑𝑉

𝑑𝜉
 , 𝑉′′ =  

𝑑2𝑉

𝑑𝜉2  . 

If we solve 𝐕(𝛏) from Eq. (8), then using Eqs. (2), (3) and (6), we can obtain the solution of Eq. (1). 

3. Algorithm of the first integral method  

The First Integral Method, which is based on the ring theory of commutative algebra, was first proposed by Feng [14] and it was further 

developed by himself [15-17]. The method was then used by many researchers in finding exact solutions of different types of nonlinear 

evolution equations (NLEEs) which arise in many fields of science and engineering. The algorithm of it is summarized as in the follow-

ing.  

We consider a nonlinear partial differential equation (NLPDE) in the form 

 

𝐹(𝑢, 𝑢𝑥 , 𝑢𝑡 , 𝑢𝑥𝑥 , 𝑢𝑥𝑡 , 𝑢𝑡𝑡  , . . . )  = 0                                                                                                                                                            (9) 

 

where F is a polynomial in the function 𝑢(𝑥, 𝑡) and its various partial derivatives while the subscripts indicate partial derivatives with 

respect  to them.  

Introducing the transformations 

𝑢(𝑥, 𝑡) = 𝑢(𝜉), 𝜉 = 𝑥 − 𝑐𝑡                                                                                                                                                                        (10) 

 

where  c is a constant (generally the constant speed of wave propagation), Eq. (9) is reduced to a nonlinear ordinary differential equation 

(NLODE) of the form 

 

𝐺(𝑈, 𝑈′, 𝑈′′ , 𝑈′′′ , . . . )  = 0                                                                                                                                                                         (11) 

 

where  𝑈′ =  
𝑑𝑈

𝑑𝜉
 , 𝑈′′ =  

𝑑2𝑈

𝑑𝜉2  , 𝑒𝑡𝑐.  and G is a polynomial in U and its derivatives. 

If all terms in Eq.(11) contain derivatives, it is to be integrated until at least one term does not contain derivative and the constant of inte-

gration is to be chosen as zero in each step. 

Let us assume that the solution of the reduced NLODE (11) or its integrated form has the form 

 

𝑆(𝜉)  = 𝑈(𝜉)                                                                                                                                                                                             (12) 

 

and  let us introduce a new independent variable  𝑌 = 𝑌(𝜉)  such that 

 

𝑌(𝜉) = 𝑆′(𝜉) =  
𝑑𝑆

𝑑𝜉
=  𝑈′(𝜉)  =  

𝑑𝑈

𝑑𝜉
 .                                                                                                                                                       (13) 

 

Thus, we write a plane autonomous system  
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{
𝑆′(𝜉) = 𝑌(𝜉),              

 𝑌′(𝜉) = 𝐻( 𝑆(𝜉), 𝑌(𝜉))
                                                                                                                                                                           (14) 

 

where H is a polynomial in 𝑆(𝜉) and 𝑌(𝜉) .  
If we can find two first integrals to the system of Eqs. (14) under the same conditions, then analytic solutions of system (14) can be di-

rectly obtained. However, in general, it is really difficult for us to realize this even for one first integral. Because, for a given plane au-

tonomous system, there exists neither a systematic theory that can tell one how to find such first integrals nor a logical way for telling 

one what these first integrals are. We have to apply the Division Theorem of commutative algebra to obtain one first integral to the sys-

tem of Eqs. (14) that will reduce Eq. (11) to a first order integrable ODE. An exact solution of Eq. (9) can be obtained by solving this 

ODE. For convenience, we recall the division theorem for two variables in the complex domain 𝐶[𝑤, 𝑧]. 
 

DivisionTheorem: 

For two polynomials 𝑃(𝑤, 𝑧) and 𝑄(𝑤, 𝑧) in a complex domain 𝐶[𝑤, 𝑧], if 𝑃(𝑤, 𝑧) is irreducible in 𝐶[𝑤, 𝑧] and if 𝑄(𝑤, 𝑧) vanishes at all 

zero points of 𝑃(𝑤, 𝑧), then there exists another polynomial 𝑅(𝑤, 𝑧) in 𝐶[𝑤, 𝑧] such that 𝑄(𝑤, 𝑧) = 𝑃(𝑤, 𝑧)𝑅(𝑤, 𝑧). The division theo-

rem follows immediately from Hilbert-Nullstellansatz theorem of commutative algebra. 

4. Application of the first integral method to triki-biswas equation  

Substituting  𝑆(𝜉) = 𝑉(𝜉) and 𝑌(𝜉) =  𝑉′(𝜉) into Eq. (8), we obtain the plane autonomous system 

 

{
𝑌(𝜉) =  𝑆′(𝜉) =  

𝑑𝑆

𝑑𝜉
 ,                                                            

𝑌′(𝜉) =
𝑑𝑌

𝑑𝜉
= (1 −

1

2𝑛
)

𝑌2

𝑆
+

2𝑛

𝛼
(𝛼𝑘2 + 𝜔)𝑆 −

2𝑛𝛽𝑘

𝛼
𝑆2.

                                                                                                                         (15) 

 

Let us apply the transformation 

 
𝑑𝜉

𝑑𝜂
 =  𝑆 (𝑤ℎ𝑒𝑟𝑒 𝜂 𝑖𝑠 𝑎 𝑛𝑒𝑤𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 )                                                                                                                                                   (16) 

 

to reduce Eq. (15) to 

 

{

𝑑𝑆

𝑑𝜂
 =  𝑆𝑌 ,                                                                           

𝑑𝑌

𝑑𝜂
= ( 1 −  

1

2𝑛
) 𝑌2  +  

2𝑛

𝛼
(𝛼𝑘2 +  𝜔)𝑆2  −  

2𝑛𝛽𝑘

𝛼
𝑆3.

                                                                                                                             (17) 

 

We assume that 𝑆(𝜂) and 𝑌(𝜂) are nontrivial solutions of Eq. (17) and 

 

𝑄(𝑆(𝜂), 𝑌(𝜂)) =  ∑ 𝑎𝑗(𝑆)𝑌𝑗(𝑆)𝑚
𝑗=0   

 

is an irreducible polynomial in the complex domain 𝐶[𝑆, 𝑌] such that 

 

𝑄(𝑆(𝜂), 𝑌(𝜂)) =  ∑ 𝑎𝑗(𝑆)𝑌𝑗(𝑆)𝑚
𝑗=0 = 0                                                                                                                                                   (18) 

 

where 𝑎𝑗(𝑆)(𝑗 = 0, 1, 2, 3, . . . 𝑚) are polynomials in S and 𝑎𝑚  ≠ 0. 

 

Eq. (18) is the first integral of the system of equations (17). 

 

By division theorem, there exists a polynomial 𝑔(𝑆) + ℎ(𝑆)𝑌 in the complex domain 𝐶[𝑆, 𝑌] such that 

 
𝑑𝑄

𝑑𝜂
=  

𝑑𝑄

𝑑𝑆

𝑑𝑆

𝑑𝜂
+ 

𝑑𝑄

𝑑𝑌

𝑑𝑌

𝑑𝜂
 =  {𝑔(𝑆) + ℎ(𝑆)𝑌} ∑ 𝑎𝑗(𝑆)𝑌𝑗𝑚

𝑗=0 .                                                                                                                           (19) 

 

Now, using Eqs.(17), (18) and (19), we obtain 

 

∑ 𝑎𝑗
′(𝑆)𝑆𝑌𝑗+1𝑚

𝑗=0  +  ∑ 𝑗𝑎𝑗(𝑆)𝑌𝑗−1𝑚
𝑗=0 {(1 − 

1

2𝑛
) 𝑌2 + 

2𝑛

𝛼
(𝛼𝑘2 +  𝜔)𝑆2 − 

2𝑛𝛽𝑘

𝛼
𝑆3}  

 

 =  ∑ 𝑔(𝑆)𝑎𝑗(𝑆)𝑌𝑗𝑚
𝑗=0 + ∑ ℎ(𝑆)𝑎𝑗(𝑆)𝑌𝑗+1𝑚

𝑗=0  .                                                                                                                                        (20) 

 

From Eq. (20), equating coefficients of 𝑌𝑗(𝑗 = 𝑚 + 1, 𝑚 . . . 3, 2, 1, 0) from both sides, we obtain 

 

𝑆𝑎𝑚
′ (𝑆) =  ℎ(𝑆)𝑎𝑚(𝑆) – 𝑚 (1 − 

1

2𝑛
) 𝑎𝑚(𝑆) ,                                                                                                                                      (21 a) 

 

𝑆𝑎𝑚−1
′ (𝑆) =  𝑔(𝑆)𝑎𝑚(𝑆) +  ℎ(𝑆)𝑎𝑚−1(𝑆) − (𝑚 − 1) (1 −

1

2𝑛
) 𝑎𝑚−1(𝑆), )                                                                                        (21 b) 

 

 . . . = . . . etc. 

 

𝑆𝑎2
′ (𝑆) = 𝑔(𝑆)𝑎3(𝑆) + ℎ(𝑆)𝑎2(𝑆) − 2 (1 −

1

2𝑛
) 𝑎2(𝑆)  −  4𝑎4(𝑆) {

2𝑛

𝛼
(𝛼𝑘2 +  𝜔)𝑆2 − 

2𝑛𝛽𝑘

𝛼
𝑆3},                                                    (21 c) 
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𝑆𝑎1
′ (𝑆) = 𝑔(𝑆)𝑎2(𝑆) +  ℎ(𝑆)𝑎1(𝑆) − (1 − 

1

2𝑛
) 𝑎1(𝑆)  −  3𝑎3(𝑆) {

2𝑛

𝛼
(𝛼𝑘2 +  𝜔)𝑆2 −  

2𝑛𝛽𝑘

𝛼
𝑆3},                                                     (21 d) 

 

𝑆𝑎0
′ (𝑆) = 𝑔(𝑆)𝑎1(𝑆) + ℎ(𝑆)𝑎0(𝑆)  − 2𝑎2(𝑆) {

2𝑛

𝛼
(𝛼𝑘2 +  𝜔)𝑆2 −  

2𝑛𝛽𝑘

𝛼
𝑆3},                                                                                      (21 e) 

 

𝑎1(𝑆) {
2𝑛

𝛼
(𝛼𝑘2 +  𝜔)𝑆2 −

2𝑛𝛽𝑘

𝛼
𝑆3} =  𝑔(𝑆)𝑎0(𝑆).                                                                                                                                (21 f) 

Since 𝑎𝑚(𝑆) is a polynomial in S, we deduce from Eq.(21a) that  

 

ℎ(𝑆) = 𝑚 (1 − 
1

2𝑛
).                                                                                                                                                                                 (22) 

 

For simplicity, we choose 𝑎𝑚(𝑆) = 1. Then, we can find the degrees of 𝑔(𝑆), 𝑎1(𝑆), 𝑎2(𝑆), 𝑒𝑡𝑐. by balancing of degrees in equations 

(21). Thus, we can express these functions as polynomials of proper degrees in S with undetermined coefficients. Substituting such poly-

nomials in appropriate equations given in the system (21) and then equating coefficients of like powers of S from both sides of each of 

the resulting equations, we can determine the unknown coefficients. Subsequently, we can know the exact expressions for 

𝑔(𝑆), 𝑎0(𝑆), 𝑎1(𝑆), 𝑎2(𝑆), 𝑒𝑡𝑐. 

Substitution of these expressions into Eq.(18) can yield the expression(s) for Y and using the relation  𝑌 =  
𝑑𝑆

𝑑𝜉
=  

𝑑𝑉

𝑑𝜉
 , we can obtain 

𝑆(𝜉)𝑜𝑟𝑉(𝜉) through integration. Now, using Eqs. (2), (3) and (6), we can obtain 𝑢(𝑥, 𝑡). 
For 𝑚 = 1: 
Taking 𝑚 = 1, the system (21) yields 

 

𝑆𝑎1
′ (𝑆) =  {ℎ(𝑆) − ( 1 − 

1

2𝑛
)} 𝑎1(𝑆) ,                                                                                                                                                   (23 a) 

 

𝑆𝑎0
′ (𝑆) = 𝑔(𝑆)𝑎1(𝑆) + ℎ(𝑆)𝑎0(𝑆),                                                                                                                                                        (23 b) 

 

and 

 

𝑎1(𝑆) {
2𝑛

𝛼
(𝛼𝑘2 +  𝜔)𝑆2 − 

2𝑛𝛽𝑘

𝛼
𝑆3} = 𝑔(𝑆)𝑎0(𝑆).                                                                                                                                (23 c) 

 

As 𝑎𝑗(𝑆)(𝑗 = 0, 1) are polynomials, Eq. (23a) suggests that 𝑎1(𝑆)  =  𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 and 

 

ℎ(𝑆)  =  1 −  
1

2𝑛
 .                                                                                                                                                                                        (24) 

 

For simplicity, we take 𝑎1(𝑆) = 1. Then, balancing of degrees suggests that 

 

𝑑𝑒𝑔𝑟𝑒𝑒[𝑔(𝑆)] = 1 and 𝑑𝑒𝑔𝑟𝑒𝑒[𝑎0(𝑆)] = 2. 
 

Let us assume that 

 

𝑔(𝑆) =  𝐴0 +  𝐴1𝑆                                                                                                                                                                                      (25) 

 

and 

 

𝑎0(𝑆) =  𝐵0 + 𝐵1𝑆 + 𝐵2𝑆2                                                                                                                                                                       (26) 

 

where 𝐴0, 𝐴1 , 𝐵0 , 𝐵1 and 𝐵2 are arbitrary constants to be determined latter. 

 

Substituting Eqs.(25) and (26) into Eq. (23b) and equating coefficients of like powers of S from both sides, we obtain 

 

𝐴0 =  (
1

2𝑛
− 1) 𝐵0 and  𝐴1 =  

1

2𝑛
𝐵1 .                                                                                                                                                         (27) 

 

Using Eq. (27) in Eq. (25), we write 

 

𝑔(𝑆) =  (
1

2𝑛
−  1) 𝐵0 + 

1

2𝑛
𝐵1𝑆 .                                                                                                                                                                (28) 

 

Substituting the expressions for 𝑎0(𝑆), 𝑎1(𝑆) and  𝑔(𝑆) into Eq.(23c) and equating coefficients of like powers of S from both sides, we 

obtain 

 

(
1

2𝑛
− 1) 𝐵0

2 = 0,  

 

(
1

𝑛
− 1) 𝐵0𝐵1 = 0 ,  

 

(
1

2𝑛
− 1) 𝐵0𝐵2 + 

1

2𝑛
𝐵1

2  =  
2𝑛

𝛼
(𝛼𝑘2 +  𝜔),   
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1

2𝑛
𝐵1𝐵2 =  − 

2𝑛𝛽𝑘

𝛼
 .                                                                                                                                                                                 (29) 

 

Solving the above system of Eqs. (29), we obtain 

 

𝐵0 = 0, 𝐵1 =  ± 2𝑛√
𝛼𝑘2+ 𝜔

𝛼
 , 𝐵2 =  ∓ 2𝑛𝛽𝑘√

1

𝛼(𝛼𝑘2+ 𝜔)
 .                                                                                                                       (30) 

 

Substituting these values of 𝐵0 , 𝐵1 and 𝐵2 into Eq. (26), we obtain  

 

𝑎0(𝑆) = ± 2𝑛√
𝛼𝑘2+ 𝜔

𝛼
 𝑆 ∓  2𝑛𝛽𝑘√

1

𝛼(𝛼𝑘2+ 𝜔)
 𝑆2.                                                                                                                                    (31) 

 

Substituting the values of 𝑎0(𝑆) and  𝑎1(𝑆) into Eq. (18), we obtain 

 

𝑌 =
𝑑𝑆

𝑑𝜉
=  ∓ 2𝑛√

𝛼𝑘2+ 𝜔

𝛼
 𝑆 ±  2𝑛𝛽𝑘√

1

𝛼(𝛼𝑘2+ 𝜔)
 𝑆2.                                                                                                                               (32) 

 

Eq. (32) has the solutions 

 

𝑆(𝜉) = 𝑉(𝜉)  = ± 
(𝛼𝑘2+ 𝜔)

2𝛽𝑘
{ 1 ± 𝑡𝑎𝑛ℎ (𝑛√

𝛼𝑘2+ 𝜔

𝛼
 𝜉)}                                                                                                                       (33 a) 

 

and 

 

𝑆(𝜉) = 𝑉(𝜉)  =  ± 
(𝛼𝑘2+ 𝜔)

2𝛽𝑘
{ 1 ± 𝑐𝑜𝑡ℎ (𝑛√

𝛼𝑘2+ 𝜔

𝛼
 𝜉)}.                                                                                                                      (33 b) 

 

Using Eqs. (2), (7) and (33), we write the soliton solutions of Eq. (1) as 

 

𝑢(𝑥, 𝑡)  =  (± 
𝛼𝑘2+ 𝜔

2𝛽𝑘
)

1

𝑛
[1 ± 𝑡𝑎𝑛ℎ {𝑛√

𝛼𝑘2+ 𝜔

𝛼
(𝑥 − 𝑐𝑡)}]

1

𝑛

𝑒𝑖(− 𝑘𝑥+ 𝜔𝑡+ 𝜀)                                                                                            (34a) 

 

and 

 

𝑢(𝑥, 𝑡)  =  (± 
𝛼𝑘2+ 𝜔

2𝛽𝑘
)

1

𝑛
[1 ± 𝑐𝑜𝑡ℎ {𝑛√

𝛼𝑘2+ 𝜔

𝛼
(𝑥 − 𝑐𝑡)}]

1

𝑛

𝑒𝑖(− 𝑘𝑥+ 𝜔𝑡+ 𝜀)                                                                                           (34 b) 

 

with the validity condition 𝛼(𝛼𝑘2 +  𝜔) > 0 . 
 

Here, Eq. (34a) represents a dark optical 1-soliton solution and Eq. (34b) represents a singular optical 1-soliton solution. 

One can try for more solutions with 𝑚 = 2, 3, 4 which will become complicated. Attempts for solutions with 𝑚 ≥ 5 can be dropped as 

algebraic equations with degrees greater than or equal to 5 are generally not solvable. 

5. Algorithm of sine-cosine method 

We set the solution of Eq.(11) (or its integrated version, if necessary) as 

 

𝑈(𝜉) =  𝐴 𝑠𝑖𝑛𝑝(𝜇𝜉) , |𝜉|  ≤  
𝜋

𝜇
                                                                                                                                                                   (35) 

 

or in the form 

 

𝑈(𝜉) =  𝐴 𝑐𝑜𝑠𝑝(𝜇𝜉) , |𝜉|  ≤  
𝜋

2𝜇
 ,                                                                                                                                                                (36) 

 

where 𝐴, 𝑝, 𝜇  are parameters to be determined latter. 

 

If we choose the solution in the form of Eq. (35), we have 

 

       𝑈(𝜉) =  𝐴 𝑠𝑖𝑛𝑝(𝜇𝜉) ,   
 

    𝑈𝑚(𝜉) = 𝐴𝑚 𝑠𝑖𝑛𝑚𝑝(𝜇𝜉) ,   
 

    (𝑈𝑚)𝜉 =  𝜇𝑚𝑝𝐴𝑚 𝑠𝑖𝑛𝑚𝑝−1(𝜇𝜉) 𝑐𝑜𝑠(𝜇𝜉),  

 

(𝑈𝑚)𝜉𝜉 =  − 𝜇2𝑚2𝑝2𝐴𝑚 𝑠𝑖𝑛𝑚𝑝(𝜇𝜉)  +  𝑚𝑝(𝑚𝑝 − 1)𝜇2𝐴𝑚 𝑠𝑖𝑛𝑚𝑝−2(𝜇𝜉) , 𝑒𝑡𝑐.                                                                                   (37) 
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and if we choose the solution in the form of Eq. (36), we have 

 

       𝑈(𝜉) =  𝐴 𝑐𝑜𝑠𝑝(𝜇𝜉) ,   
 

    𝑈𝑚(𝜉) = 𝐴𝑚 𝑐𝑜𝑠𝑚𝑝(𝜇𝜉),     
 

    (𝑈𝑚)𝜉 = − 𝜇𝑚𝑝𝐴𝑚 𝑐𝑜𝑠𝑚𝑝−1(𝜇𝜉) 𝑠𝑖𝑛(𝜇𝜉),  

 

(𝑈𝑚)𝜉𝜉 =  − 𝜇2𝑚2𝑝2𝐴𝑚 𝑐𝑜𝑠𝑚𝑝(𝜇𝜉)  +  𝑚𝑝(𝑚𝑝 − 1)𝜇2𝐴𝑚 𝑐𝑜𝑠𝑚𝑝−2(𝜇𝜉) , 𝑒𝑡𝑐.                                                                                   (38) 

 

Substituting  Eqs. (37) or (38) into the reduced equation i. e Eq. (11) or its integrated-out version, as the case may be, we balance the 

exponents of suitable pair(s) of sine functions (if Eqs. (37) are used) or of the cosine functions (if Eqs. (38) are used). Then, we are to 

collect the coefficients of like powers of sine or cosine functions and to set them to zero. Thus, we will obtain a system of algebraic equa-

tions. Solving such a system of algebraic equations manually or with the help of a suitable computer software like Maple or Mathematica, 

we can obtain the values of the parameters 𝐴, 𝑝 and 𝜇. Substituting the values of these parameters into Eq. (35) or (36), as the case may 

be, we can obtain travelling wave solutions of Eq. (11) and hence of Eq. (9). 

6. Application of the sine-cosine method to Triki-Biswas equation 

The algorithm stated in the previous section is being used in finding solutions of Eq. (4). 

Choosing the solution of Eq. (4) in the form of Eqs. (35) and substituting Eqs. (37) into Eq. (4), we obtain 

 

− 𝛼𝜇2𝑝2𝐴 𝑠𝑖𝑛𝑝(𝜇𝜉) +  𝛼𝑝(𝑝 − 1)𝜇2𝐴 𝑠𝑖𝑛𝑝−2(𝜇𝜉)  − (𝛼𝑘2 +  𝜔)𝐴 𝑠𝑖𝑛𝑝(𝜇𝜉)  +  𝛽𝑘𝐴2𝑛+1 𝑠𝑖𝑛𝑝( 2𝑛+1)(𝜇𝜉) = 0.                           (39) 

 

From Eq. (39), balancing the exponents from 𝑠𝑖𝑛𝑝−2(𝜇𝜉) and 𝑠𝑖𝑛𝑝(2𝑛+1)(𝜇𝜉), we obtain 

 

𝑝 − 2 = 𝑝(2𝑛 + 1), i. e., 𝑝 =  − 
1

𝑛
 . 

 

With this value of p, Eq. (39) becomes 

 

− 
𝜇2

𝑛2
𝛼𝐴 𝑠𝑖𝑛− 

1

𝑛(𝜇𝜉) +
𝛼

𝑛
(

1

𝑛
+ 1) 𝜇2𝐴 𝑠𝑖𝑛− 

1

𝑛
 −2(𝜇𝜉) − (𝛼𝑘2 +  𝜔)𝐴 𝑠𝑖𝑛− 

1

𝑛(𝜇𝜉) +  𝛽𝑘𝐴2𝑛+1 𝑠𝑖𝑛− 
1

𝑛
 −2(𝜇𝜉) = 0.                                  (40) 

 

From Eq. (40), we obtain 

 
𝛼𝜇2

𝑛2  =  −(𝛼𝑘2 +  𝜔)  

 

giving  

 

𝜇 =  ± 𝑛√− 
(𝛼𝑘2+ 𝜔)

𝛼
                                                                                                                                                                              (41 a) 

 

and 

 

  𝛽𝑘𝐴2𝑛  =  − 
𝛼( 1+𝑛)𝜇2

𝑛2   

 

giving 

 

𝐴 =  [
(1+𝑛)(𝛼𝑘2+ 𝜔)

𝛽𝑘
]

1

2𝑛
 .                                                                                                                                                                            (41 b) 

 

Substituting the values of 𝐴, 𝑝 and  𝜇 into Eq. (35), we obtain the solution of Eq. (4) as 

 

𝑈(𝜉) = ± [
( 1+𝑛)(𝛼𝑘2+ 𝜔)

𝛽𝑘
]

1

2𝑛
𝑠𝑖𝑛− 

1

𝑛 {𝑛√− 
(𝛼𝑘2+ 𝜔)

𝛼
 𝜉}  = ± 𝑖 [

(1+𝑛)(𝛼𝑘2+ 𝜔)

𝛽𝑘
]

1

2𝑛
𝑐𝑜𝑠𝑒𝑐ℎ

1

𝑛 {𝑛√
(𝛼𝑘2+ 𝜔)

𝛼
 𝜉}.                                         (42 a) 

 

Similarly, choosing the solution in the form of Eq. (36), we obtain the solution of Eq. (4) as  

 

𝑈(𝜉) = ± [
( 1+𝑛)(𝛼𝑘2+ 𝜔)

𝛽𝑘
]

1

2𝑛
𝑠𝑒𝑐ℎ

1

𝑛 {𝑛√
(𝛼𝑘2+ 𝜔)

𝛼
 𝜉}.                                                                                                                              (42 b) 

 

Using Eqs. (2), (3) and (42), we obtain soliton solutions of Eq. (1) as 

 

𝑢(𝑥, 𝑡)  =  ±𝑖 [
(1+𝑛)(𝛼𝑘2+ 𝜔)

𝛽𝑘
]

1

2𝑛
𝑐𝑜𝑠𝑒𝑐ℎ

1

𝑛 {𝑛√
(𝛼𝑘2+ 𝜔)

𝛼
(𝑥 − 𝑐𝑡)} 𝑒𝑖(− 𝑘𝑥+ 𝜔𝑡+ 𝜀)                                                                                       (43) 

 

and 
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𝑢(𝑥, 𝑡)  =  ± [
( 1+𝑛)(𝛼𝑘2+ 𝜔)

𝛽𝑘
]

1

2𝑛
𝑠𝑒𝑐ℎ

1

𝑛 {𝑛√
(𝛼𝑘2+ 𝜔)

𝛼
(𝑥 − 𝑐𝑡)} 𝑒𝑖(− 𝑘𝑥+ 𝜔𝑡+ 𝜀) .                                                                                          (44) 

 

Here, Eq. (43) represents a singular 1-soliton solution and Eq. (44) represents a bright 1-soliton solution with the same validity condition 

𝛼(𝛼𝑘2 +  𝜔) > 0. 
 

7. Conclusion 

In the present paper, bright, dark and singular optical 1-soliton solutions of Triki-Biswas equation, that often arises in the investigation of 

the dynamics of optical soliton propagation through optical fibers, are obtained via two methods namely the First Integral Method and 

the Sine-Cosine Method. These two methods are powerful and efficient techniques for finding exact optical soliton solutions for a wide 

variety of nonlinear evolution equations (NLEEs) arising in many areas of nonlinear science and engineering. 
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