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Abstract 
 

During acquisition, transmission, storage and retrieval, quite often digital images become noised and mask the 

important details of an image and also present themselves with an ugly look. Such images if not processed properly, 

become useless for subsequent image processing operations like segmentation, classification etc. Hence the quality 

improvement (through denoising) of such noisy images becomes an important operation in the field of image processing. 

This paper proposes a two stage detection-estimation based filtering system to suppress random valued impulse noise 

from digital grey and color images based on neighborhood statistics of pixels of the working window under 

consideration. An adaptive working window and the adaptive tolerance computed from the pixels belonging to the 

current filtering window facilitates an appropriate detection of noisy pixels in the first phase, followed by the simple 

and computationally efficient restoration strategy in the second stage. The Simulation results prove that the proposed 

scheme exhibits much superior performance in comparison with other state of art image filtering methods in 

suppressing the random valued impulse noise from the digital grey and color images. 

 
Keywords: Adaptive Tolerance; Denoising; Detection-Estimation Based Strategy; Neighborhood Statistics; Random Valued Impulse Noise (RVIN);  

Peak-Signal-To-Noise Ratio (PSNR); Mean Square Error (MSE); Structural Similarity (SSIM) Index. 
 

1. Introduction 

Noise suppression from the images with detail preservation such as edges and the other vital features is one of the major 

challenges for the researchers in the field of image processing [1]. Noise suppression via image denoising is an 

important sub domain of digital image processing field and essentially involves the subjective and objective quality 

improvement of the degraded and noisy digital images based on the prior knowledge of the mathematical or 

probabilistic model of image degradation [1]. One of the commonly interfering noises in digital images is impulsive 

noise that may be added with the images during acquisition, storage, transmission and retrieval. The interference of 

noise in images might affect the results for further processing, such as edge detection, image segmentation, data 

compression, object recognition and classification [1], [2].Image denoising is regarded as an essential task in digital 

image processing and should be performed on the contaminated images before any other image processing operations 

[3]. The challenge of this task is how to denoise while keeping the important image details. Two types of impulse noise 

are ‘fixed valued’ (or salt and pepper) or ‘random valued’. In case of salt and pepper noise the noise affected pixels 

assume the maximum [or ‘255’] or minimum [or’ 0’] gray levels, whereas in case of random valued impulse noise the 

noisy pixels may be any value within the dynamic range of minimum or maximum (i.e. ‘0’ to ‘255’ range) gray levels 

[3], [4].The prime objective of denoising filters is to suppress the image noise while preserving image details such as 

edges and other vital features in the restored images. There are plenty of works proposed in the literature to meet these 

requirements [3], [4]. A detailed survey of image denoising methods is available in [2], [3], [4] and [5]. 

Two basic approaches to image denoising are ‘spatial’ and ‘frequency domain’ methods. A traditional way to remove 

noise from the images is to employ the spatial filters which are further classified into non-linear and linear filters. Since 

past several years linear filters have been the dominating filter class only because of the sound theoretical basis 
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provided by the theory of linear systems and a very good computational efficiency. Despite the strong linear system 

theory, it is generally observed that not all signal / image processing problems can be satisfactorily solved by them [3], 

[4]. It is because linear filters tend to blur sharp edges, fail to remove heavy amount of noise effectively and their 

performance is still poor in the presence of signal dependent noise. In contrary to this, with non-linear filters the noise is 

removed without any attempts to explicitly identifying it. A popular class of non-linear filter is median filter [1], [3] and 

has been proved very useful in denoising the fixed value impulsive type of noise with detail preservation capability. An 

3important limitation of the median filter is that the filter output is always constrained, by definition, to be one of the 

samples in the input window. In general it is studied that the median filter loses nearly 40% efficiency over the sample 

mean when used as a noise estimator in non-impulsive noisy environments [3], [4]. Several developments over median 

filter were carried out and many median based filters were proposed such as Standard Median Filter (SMF) [4], 

Adaptive Median Filter (AMF)[5] and Progressive Switching Median (PSM) filter[6] etc. Moreover many nonlinear 

filters which are based on order statistics or ranking are enlisted as Minimum, Median, Maximum, Midpoint and Alpha 

trimmed filters [4], [5].These filters exhibit better results only for low density noise removal but presents blurring for 

high noise density level. Each filter has its own advantages and disadvantages. It is also observed that the performance 

of median filter and several variants are less promising when applied to the images noised with random valued 

impulsive noise [3], [4] and [5].  

In the case of the Decision Based and Switching based Median Filters (DBSMF) [7], the decision regarding detection of 

noisy pixel is difficult. Additionally the details and edges are not recovered satisfactorily especially for high level noise 

density. Moreover decision based filters even though replaces neighborhood pixel for fixed impulse noises, they 

introduce streaking effects. 

Another filter based on decision approach, called Decision Based Unsymmetrical Trimmed Median Filter (DBUTMF) 

[8] in which median value is replaced after trimming extreme values on both sides, so that the pixels with luminance 

values ‘0’ and ‘255’ are removed by trimming process itself. The limitation here is that though this approach reduces 

the computational complexity, it is difficult to design the trimming measure since it is unsymmetrical in nature and the 

performance results are poor for the high noise density.  

To overcome the above problem, symmetrical trimming approach was proposed where trimming is performed at both 

ends by exploiting Alpha Trimmed Mean (ATM) [9] filter. Disadvantage of this approach is that it not only trims 

corrupted pixels but often trims uncorrupted pixels too which in turn leads to loss of important image details and 

consequences with blurring effect.  

In view of the above drawback, a novel work on An Iterative Truncated Arithmetic Mean Filter and its Properties [10] 

is presented to overcome the limitations of the trimming approaches to yield better denoising performance. Another 

method suggested as a remedy in this context is an Unsymmetrical Trimmed Median Filter (UTMF) [11].This method 

sorts all the elements in ascending or descending order, and in that order the noisy pixels are removed first phase. In the 

second phase the remaining pixels alone are considered for computing median value and the same is utilized for the 

replacement of centre pixel of the selected window under consideration. 

The key drawback of switching median filters is that these filters are non-adaptive to noise density variation and wrong 

classifying pixel behavior at high density noise level [6], [7]. The alternate solution for this method is proposed by 

Srinivasan and Ebenzer [13]. In the first phase, adaptive median filter is exploited to classify the nature of pixel and in 

the second phase special regularization method is employed only for noisy pixels in order to preserve the edges 

effectively. Demerit of this two phase algorithm is the processing time which is more due to selection of very large size 

window of range 39x39 for both phases to get optimum result. It has an added drawback of more complex circuitry and 

difficulty for the determination of smoothing factor β. 

An efficient approach by How-Lung presents the Noise Adaptive Soft Switching Median Filter (NASSMF) [14] for 

detection and filtering. In this technique small window size is chosen for low density noise level and big window size is 

selected for high density noise level. In addition to this greater weight assigned for closer pixels and lesser weights for 

far pixels intensity values. 

To overcome the above problem of complexity, new replacement techniques have been implemented instead of 

conventional median value replacement for corrupted pixel [15], [16], [17], [18].These approaches exploit the 

neighborhood pixels information for replacement unlike AMF and other filters which uses only median value. 

Specifically at the higher level noise density, there are situations that the median value itself might be noisy value even 

after applying filtering. In that case the centre pixel is replaced with the processed immediate neighborhood pixel [19], 

hence edge could be preserved which in turn reduces computational complexity.  

The benefits such as reduction in computational complexity, hardware complexity and increase in speed of operation etc 

are possible to achieve using several methods of sorting [11], [12], and [20]. It has been suggested by the Rajamani et 

al., and is known as Lone Diagonal Sorting (LDS) [12] algorithm in which three right diagonal pixels were considered 

for sorting and median value of three elements is computed instead of nine elements sorting as in conventional 

approach. Thereby decrease in number of sorting and computational complexity. 

Generally, two stage detection-estimation based filtering approaches are widely preferred in which the use of a separate 

noise detection scheme succeeded by a noise restoration scheme ensures that only the noisy pixels are filtered. This 

helps avoid the image blurring caused by the filtering of noise-free pixels. Filtering of only noisy pixels results into 

better preservation of detail features. Most of the impulse detection methods available in the literature require a decision 

threshold value [16], [17] and [21] to make an intelligent decision whether the pixel under consideration is noisy or not. 
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Thus the selection of the decision threshold value impacts the performance of the impulse detector in the sense that, the 

number of false and m33issed detections is under its direct influence. Some of the recently reported two stage grey and 

color image denoising are high performance detection (HPD) [21], directional weighted median filter (DWM) [22], and 

switching vector median filter based on CIELAB color space [23].  

For color image denoising component-wise filtering and the vector processing approach [24] are popularly used. The 

main drawback of applying the component-wise approach for filtering is that the inherent correlation existing among 

pixels of different channels may be lost, resulting into the generation of color artifacts in the filtered images. However 

the noise removal ability of component-wise filtering approaches is quite appreciable. On the other hand vector 

processing schemes aim at noise suppression without introducing the color artifacts, but fail to yield the reduced mean 

square error (MSE). Practical Color image denoising applications choose either of these approaches depending on the 

requirements. Most commonly used vector filters for noise removal in color images are the Vector Directional filter 

(VDF) [24] and the Directional Distance Filter (DDF) [25], Vector Median Filter (VMF) and those reported in [26], 

[27], [28] and [29].   

It is also observed that the use of fixed value of threshold is not the ultimate solution for denoising of different types of 

images and ideally it should be changed adaptively according to the contents of the filtering window [9], [15], [16], and 

[18]. 

In this paper, we present an impulse detection method where the decision threshold is dynamic and adaptively changes 

on the basis of pixel statistics within the filtering window. This is followed by a simple filtering method to replace the 

noisy pixels. The proposed method entitled “A Novel Adaptive Tolerance Filter (ATF) for Denoising the Digital Grey 

and Color Images” uses an adaptive tolerance for noise detection and a simple filtering scheme for the restoration of 

noisy pixels and aims to yield much better quantitative parameters such as Peak Signal to Noise Ratio (PSNR), Mean 

Square Error (MSE), Structural Similarity Index (SSIM) than the other state of art denoising methods for grey and color 

image denoising.  

2. Noise model 

Two common classes of impulsive noise that interfere with the images during acquisition, transit, storage and retrieval 

are salt and-pepper noise (SPN) and random-valued impulse noise (RVIN). Our work presented in this paper addresses 

the suppression of the RVIN with details preserved intact to a larger extent. The RVIN noise model is described as 

follows: 

 

2.1. Random valued impulsive noise (RVIN) 
 

A digital image XRVIN (i,j) contaminated with RVIN of density ‘d’ is mathematically represented as in equation (1) and 

is represented in fig (1). 

 

XRVIN (i,j) =  
                                    

                             
                                                                                                          (1) 

 

In the above equation η(i,j) represents a uniformly distributed random variable, ranging from ‘0’ to ‘255’, that replaces 

the original pixel value X(i,j).The magnitude of noise at any noisy pixel location (i,j) is uniformly distributed between 

the minimal (0) and maximal (255) possible pixel values as in equation (1) and are independent of the original pixel 

magnitude. 

 

 
Fig. 1: Representation of RVIN. 

 

3. Proposed work 

In this section details of the proposed work entitled “Adaptive Tolerance based Filter (ATF) for Noise Suppression in 

Digital Grey and Color Images” is presented.  

In general, it is observed that a noisy pixel takes intensity value which is explicitly different from the neighborhood 

pixels in the working window in the noise affected regions as compared to the noise-free regions in the image that have 

smoothly varying pixel luminance values separated by edges. The proposed impulse detection strategy exploits this fact. 

Details of the impulse noise detection are outlined below:  
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3.1. Outline of the proposed work 
 

a) Define n×n filtering window Wn×n with center pixel Xi,j ( in color images Wn×n(K) for channel ‘K’ with centre 

pixel Xi,j(K) ), where K=1,2,3. 

b) Let Xi,j (k) ={ Xi,j(1) , Xi,j (2) Xi,j (3)} be the three vector channel pixels in the RGB space at location (i,j) of 

random valued impulse noise affected image ‘X’. 

c) Firstly, the mean (or average) of already processed pixels in the current working window (of size n     say, µP 

(Wn×n), (or µP (Wn×n(K) in color image) is computed.  

d) A new trimmed vector of window pixels {Xt}, (or {Xt
(K)

} in color image) is obtained from input vector of Pixels 

{Xt} (or {Xt (K)} in case of color images).  

e) Then the noisy pixels are replaced by their estimates.  

f) Impulse detection and filtration are performed for each channel separately in case of color images. 

 

3.2. Description of the proposed work 
 

Filter output in general is based upon the type of operation performed on the group of pixels within a working sliding 

window. The outputs of average and median filters on ‘N’ number of pixels within a window are different. Each 

operation results with some merits and demerits and thus the average and median filters complement each other. Thus 

the main objective of the proposed work is to develop and implement an adaptive tolerance based impulse detection 

scheme and a filter based on the arithmetic averaging (which is free from sorting operation as in median filters). 

Recursive version of this filter (after two to three iterations) yields an output same as the median filter output. 

 

3.2.1. Impulse detection 

 

Proposed filter chooses a filter of an appropriate size of the window as will be explained in section 4.1. To illustrate the 

details of the impulse detection a sample working window of size 3×3 is shown in figure 3(a). Various steps involved in 

the proposed impulse detection are explained as below: 

Step 1) Compute the arithmetic mean of processed pixels [µn×n] X, (or [µn×n
(K)

]X, where K=1,2,3 in case of color image ) 

belonging to the current working window as depicted in figure (2). 

 

[µn×n]X = µP=  
           

 
                                                                                                                                        (2) 

X1 X2 X3 

X4 X5 X6 

X7 X8 X9 

 

Fig. 2: A 3×3 working window with ‘X5’ as the reference (or test) pixel. X1, X2, X3 and X4 are the processed pixels and X6, X7, X8, X9 are the pixels yet 
to be processed. 

 

Step 3) Obtain a new trimmed vector of pixels from the vector ‘Xi’ ( or ‘Xi
(K)
’ in color images) as {Xt } , or (Xt

(K) 
in 

color image), where 

 

Xt 
 
= 

 
                             

 
                              

                     or                                                                                                     (3) 

 

Xt
(K) 

= 

 
                                 

 
                               

                                                                                                                     (4) 

 

where K=1, 2, 3 for color images. 

In the above equation ‘Td ‘ is the dynamic tolerance and ‘Xt 
(k)

 ‘ is array of pixels within the working window in each of 

the channels. 

 

3.2.2. Noise filtering 

 
The Trimmed Average Filter output ‘Ot’ is given by: Ot = Average (Xt)                                                                          (5) 

or 

Ot = Average (Xt
(K)

) for color images                                                                                                                                 (6) 
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4. Selection of parameters 

Generally the performance of the denoising filter is influenced by the filtering window size, decision tolerance etc. In 

several practical applications, selections of these parameters depend upon the amount of noise density and are quite 

specific for each type of the image. We discuss in detail the selections of these parameters as below: 

 

4.1. Adaptive window size 
 

With smaller size working window, the detail preservation is good, but noise elimination capability is weak; whereas 

with the bigger window size noise elimination ability is good at the cost of loss of detail preservation. Adaptive window 

serves the need of addressing the images corrupted with the low-to-heavy impulsive noise density. Thus a variable 

window size is essential to effectively suppress the corrupted pixels while preserving the fine details of an image. 

By considering and unifying the goodness of small and large working windows, in our work it is possible to adaptively 

determine the size of the filtering windows according to the amount of interfering noise density. Initially, we start with a 

3×3 working window and try to obtain the filtering performance in terms of Mean Square Error (MSE) and Peak Signal 

to Noise Ratio (PSNR) on the standard test images (say ‘Lena’, ‘Baboon’ etc) with different noise densities. Based on 

the results obtained, we suggest different window sizes for a particular range of noise densities as presented in table (1). 

 
Table 1: Suggested Size of the Working Window for Impulsive Noise Density ‘d’ (Estimated) 

                                  % Noise Density                                           Window size (Suggested) 

                                         0-40%                                                          3×3 

                                       50-70%                                                          5×5 

                                       80-90%                                                          7×7 

 

4.2. Problems with fixed tolerance and computation of dynamic tolerance 
 

It is generally observed that any tolerance based switching filter that makes use of a fixed noise-detection tolerance 

obtained at a particular value of noise density suffer from the lack of adaptivity to the changes in noise density. Thus a 

mismatch between the designed algorithms and the actual amount of noise density (which is often not known) will 

cause a significant and noticeable changes and a substantial degradation on the performance of filters. Moreover, with 

the increase in noise density, the percentage misclassifications increase and finally results in poor filtering performance. 

Therefore, an intelligent noise-detection process will be highly desirable, appreciable and instrumental in correctly 

identifying different types of pixel characteristic. In addition, an adaptive filtering scheme is essential to effectively 

remove the corrupted pixels while preserving image details when misclassification of pixel characteristic occurs. These 

requirements indicate that both noise detection and the corresponding filtering operation are crucial to achieve good 

filtering performance, especially at high noise density interference. 

 

4.2.1. Dynamic tolerance selection 

 

Dynamic or adaptive tolerance value plays an important role in differentiating the edge of the image and the noisy pixel 

[3], [5]. Thus the most critic technique to achieve the goal of noise suppression with detail preservation is to find a 

proper dynamic truncation threshold in 2-stage detection-estimation based switching filters. Steps involved in 

computing the adaptive decision tolerance are as follows: 

Step 1) For the chosen working window of size W×W, compute the average of processed pixels ‘ P’ as already 

explained in section 3.1.
 

Step 3) Now compute an adaptive (or dynamic) tolerance ‘TD’ for the use of decision making in impulse detection stage 

as follows : 

TD = 
 

 
    

   |Xi──µP|)                                                                                                                                                      (7) 

5. Noise removal in color images 

Noise filtering techniques in color images can be divided into two classes [29] as Component-wise methods and Vector 

methods. In component wise methods, the three primary color channels R, G and B are considered to be independent for 

filtering of noise and later they are combined to generate the filtered version of the color image. All the methods 

reported for the monochrome images can be used for noise removal in color images under this category. However this 

approach of color denoising suffers from the problem that the component filtering can generate color artifacts [27], [28]. 

On the other hand in vector methods, every color pixel is assumed as a vector and the faulty pixel is replaced by a noise 

free vector value within the filtering window. This approach is free from color artifacts as there are no new colors 
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introduced into the image. The main principles of commonly used vector filters are as below: 

The filtering algorithm must restore both the intensity and the color of the image effectively. This objective can be 

fulfilled with the efficient use of information available in three channels of the noise-free components and preferably, 

the filtering algorithm should attempt to change only the noisy component in order to assure that the restored pixel is 

nearer to the original one [29].However the vector approaches of denoising schemes fail to provide the required 

performance in terms of PSNR and RMSE measures. 

In our work, the scalar median filtering approach has been used, i.e. in the RGB color space used in our work, each 

pixel at the location (i,j) can be represented as color vector Oi,,j = [ Oi,,j
R
 Oi,,j

G
 Oi,,j

B
], where Oi,,j

R
 ,Oi,,j

G,
 and Oi,,j

B
 are the 

Red (R), Green (G), and Blue (B) components respectively. To model the noisy color images RVIN of a particular 

density is injected to each of these color components which in turn implies that when a color component is being noised 

by noise density of 20%, it means that each color component is being corrupted by a noise density of 20%. Thus, for 

each pixel Oi,j, the corresponding pixel of polluted image will be denoted as Xi,j =[ Xi,j 
R

, Xi,j
G

 , Xi.j
B

 ] in which the 

probability density functions of each color components are the same. 

6. Results and discussion 

Performance of the proposed ATAF scheme is validated with the MATLAB simulation performed on synthetic images 

like Cameraman, Lena, Baboon, Pepper etc. noised with random valued impulsive noise. At various noise densities the 

size of the window is made variable as suggested in Table (1).Qualitative as well as quantitative results are obtained and 

the evaluations have been made on several restored images. The objective measures used are: 

 

1) Peak Signal to Noise Ratio (PSNR) 

                       
     

   
                                                                                                                                              (8) 

 

2) Mean Square Error (MSE) for an image of size M×N is defined as  

     
 

   
                   

   
   
                                                                                                                     (9) 

 

          where I[i,j] is the noisy image and O[i,j] is the denoised image. 

 

3) Structural Similarity (SSIM) Index: The SSIM Index is calculated on various windows of an image. The measure 

between two windows ‘X’ and ‘Y’ of common size n×n is: 

 

SSIM Index = [(2µx µy+C1) (2Ωxy+ C2)] /[(µx)
2
+

 
(µy)

2 
+ C1]

 
[(Ωx)

2
+

 
(Ωy)

2 
+ C2]                                                   (10) 

 

          where
 
µx =Average of ‘x’,  y=Variance of ‘y’, Ωx

2
=Variance of ‘x’, Ωy

2
=Variance of ‘y’, Ωxy=Co-variance of ‘x’ 

and ’y’, C1= (K1 L)
 2

 and C2= (K2 L)
 2 
are the variables used to stabilize the divisor with weak denominator, ‘L ‘is the 

Dynamic range of the pixel values, K1=0.01 and K2=0.03 by default. 

As said earlier, the effective use of this method requires optimum values for parameters such as maximum window size 

‘Wmax‘, and the dynamic threshold values Td .To maximize the probabilities that only wanted pixels take part in filtering 

operation and to reduce the computational time, above said parameters must be chosen of appropriate values. 

Table 2 presents the Peak Signal to Noise Ratio (PSNR) and Root Mean Square Error (RMSE) results comparison of 

proposed novel Adaptive Tolerance Filter (ATF) with various other filters namely SMF, WMF, UTMF and TMF and 

Ref (12) obtained for the noisy ‘Lena grey’ image contaminated with random valued salt and pepper noise of densities 

ranging from 10% to 90%. From the results it is evident that the proposed filter out performs all other filtering schemes 

that use fixed and empirically obtained threshold values and fixed size windows. However the simulation results of 

UTMF and Ref (12) filters are somewhat encouraging as compared to SMF, WMF and TMF. From the comparative 

analysis we can conclude that the filters designed for salt and pepper impulse noise suppression, exhibit poor 

performance in suppressing the random valued impulse noise. Figures 2 and 3 present the PSNR and RMSE results 

tabulated in table (1) in the form of bar chart. 

Table 3 presents the PSNR and MSE results comparison of proposed filter at different RVIN for Baboon color and Lena 

grey images. 

Table 4 summarizes the results of Structural Similarity (SSIM) Index comparison results obtained for Baboon and Lena 

color images. From these results it is evident that the goodness of the denoising filter depends upon the nature and the 

structural contents of the image. Since Baboon image is structurally complex than the Lena image, the SSIM results of 

Baboon are less encouraging as compared to the results obtained for Lena image. Results tabulated in 4 are represented 

in the form of bar graph for the purpose of ease of analysis. 

Table 5 presents the performance comparison of the results obtained with the proposed filter on standard color images, 

Lena and Baboon noised with 50% RVIN in terms of PSNR, MSE and SSIM parameters. Results shown in figures (5) 

and (6) are obtained with the proposed filter for the Baboon and Lena grey images corrupted with 50% RVIN. From the 

visual analysis it is evident that the proposed filter performs better compared to several other states of art filters in 
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suppressing the random valued impulsive noise to a greater extent. From the results it can be concluded that the 

denoising performance of the proposed filter is good in the RVIN environment. 

Set of figures in (7) are obtained for the Lena grey image noised with 50% RVIN. From the visual analysis we can 

conclude that the denoising performance results of the proposed NAF is much superior to the SMF,TMF,UTMF,WMF 

and the filter proposed in Ref [12]. 

Set of figures in (8) are 50% 30%, 80% and 90% RVIN affected Lena color images. The corresponding denoised results 

of the proposed filter are shown in set of figures (9). From these perceptual results it can be concluded that the 

performance of the proposed filter is good with respect to color image denoising with a little sacrifice for the details 

such as the edges. 

 
 

Table 2: PSNR and MSE Results Comparison of Various Filters for Lena(Grey) Image Noised with RVIN 

Filter 

% ND 

           Peak Signal to Noise Ratio (PSNR)                 Root Mean Square Error (RMSE) 

20% 40% 60% 80% 90% 20% 40%    60%     80%    90% 

SMF 29.62 19.03 12.44 8.90 6.69 46.10 305   1330    3464   4883 

WMF 27.13 17.58 11.64 7.91 6.54 20.34 179     895    3672   5031 

UTMF   35.7   31.7    28.1 23.2 19.2      17   43       98      310     766 

TMF 28.01 19.65 12.21 9.21 8.15   49.9 319   1712    3909   6098 

Ref. 10 33.25 28.81 25.04 20.6 18.9 30.95 86.1   204.9    565.6     830 

PA 41.62 36.03 33.76 29.5 28.0 19.25 79.9   186.3      504     783 

 

 
Fig. 2: PSNR Results Comparison of the Proposed and Various Filter 

 

 

 

 
Fig. 3: RMSE Comparison Results of Proposed and Various other Filters. 

 

 

 
Table 3: PSNR and MSE Performance Comparison of Proposed Filter at Different RVIN for Baboon Color and Lena Grey Images 

% Noise Density 
Lena grey image with RVIN        Baboon color image  with RVIN 

   PSNR     MSE             PSNR              MSE 

           20    41.62    19.25            36.54             32.6 

           40    36.03    79.97            31.12           253.5 

           60    33.76    186.3            28.54           792.4 

           80    29.52    504.5            24.37            1103 

           90    28.03    783.8            20.12            1756 
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Table 4: SSIM  Index Performance Comparison of Proposed Filter at Different RVIN For Baboon and Lena Color Images. 

         % ND                                 Lena (Color)                                       Baboon(Color) 

           20                                    0.9002                                             0.7876 

           40                                    0.7361                                             0.6043 

           60                                    0.5003                                             0.4702 

           70                                    0.4988                                             0.4024 

           80                                    0.4815                                             0.3276 

           90                                    0.4313                                             0.3197 

 

 

 

 
 

Fig. 4: SSIM Results Comparison of Lena and Baboon Color Images of the Proposed Scheme 

 
 

Table 5: Performance Comparison of Proposed Filter for Lena and Baboon Color Images at 90% RVIN 

Parameter               Lena Image            Baboon Image   

   PSNR                                                    27.28                               20.12 

   MSE                                                      915                                  1756 

   SSIM                                                    0.4313                            0.3197 

  ______________________________________________________________________________________________                                                         

 

      

 

 
                                                                 a)Original       b)Noised       c)Denoised  

 

Fig. 5: Results Obtained for ‘Baboon’ Image Corrupted with 50% Random Valued Impulse Noise (RVIN) Density. 
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Fig. 6: Results Obtained for Lena Image Corrupted with 50% Random Valued Impulse Noise (RVIN) Density. 
 

0 

0.2 

0.4 

0.6 

0.8 

1 

20% 40% 60% 70% 80% 90% 

S

S

I

M

 

% Noise Density 

         

               SSIM Index  Results comparision of the proposed filter for 

 Lena and Baboon images.  

Lena color 

Baboon color 



Journal of Advanced Computer Science & Technology 51 

 

 

 

 

 
                a)Original                                b)Noised                                  c)SMF                                    d)WMF                                   e)TMF 

   
        f)UTMF                               g)Ref.12                            h)Proposed                                            

 

Fig. 7: Denoising Performance of Various Filters on 50% RVIN added Lena Grey Image. 

 

                                                    

  

Fig. 8: Lena Color Image Noised with 

    

a) 30% RVIN            b) 80% RVIN         c) 90% RVIN 

 

   
Fig. 9: Corresponding Denoised Images with the Proposed Filter 

7. Conclusion and future scope 

An efficient algorithm that suppresses the random valued impulsive noise (RVIN), from the heavily damaged digital a 

grey and color image without adding much edge distortions is presented in this paper. Proposed Adaptive Tolerance 

Filter (ATF) scheme is flexible in the sense that, it uses adaptive tolerance and adaptive window size in the noise 

detection stage. Decision tolerance and the size of the filtering windows are based on the intensity of interfering noise. 

Its performance in suppressing RVIN from the grey images is much encouraging as compared to the RVIN suppression 

from the color images in terms of PSNR, MSE and the perceptual results. However the overall performance of the 

proposed filter is much better in comparison with the several other competitive filter algorithms proposed for this 

purpose. From the simulation results it is evident that the proposed filter scheme can be a very good choice for random 

valued impulsive noise (RVIN) suppression with detail preservation in noisy grey and color images noised up to 70% 

very effectively, whereas its performance reduces at noise densities more than 70%. This issue can be addressed in 

future work. The proposed filter scheme is designed for 8 bit still images. The method can be enhanced for noisy image 

sequences, and super resolution images. 
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