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#### Abstract

Numerical methods for strongly oscillatory and singular functions are given in this paper. We present an alternative numerical solution for of oscillatory integrals of the general form $\int_{a}^{b} e^{i \omega g(x)}(f(x) /(x+\tau)) d x$ Where $f(x)$ and $g(x)$ are smooth functions in the interval [a, b]. Also $\omega \in R$ and $a<\tau<b$. In order to achieve this goal and avoid singularity, the mentioned integral is solved by the modified moments using interpolating at the Chebyshev points. Finally, we give some experiments for showing efficiency and validity of the method.
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## 1. Introduction

Integrals of strongly oscillatory or singular functions appear in many branches of mathematics, physics and other applied computational sciences. The standard methods of numerical integration often require too much computation work and cannot be successfully applied. In the fields of electromagnetics, optics, and quantum mechanics, it is very demanding to calculate highly oscillatory integrals rapidly and accurately [1, 2, 4, 14]. In this paper, we evaluate the Cauchy principal value integrals including oscillatory functions of the form below numerically:
$I_{\omega}(f, \tau)=\int_{a}^{b} e^{i \omega g(x)} \frac{f(x)}{x+\tau} d x=\lim _{\varepsilon \rightarrow 0^{+}} \int_{|x+\tau| \geq \varepsilon} e^{i \omega g(x)} \frac{f(x)}{x+\tau} d x, a<\tau<b, i^{2}=-1$
Where $f(x)$ has one simple pole in the interval [a, b] and $\omega \in R$ may be large. This equation is applicable in a wide range of practical problems and applications ranging from nonlinear optics to fluid dynamics, plasma transport, computerized tomography, and celestial mechanics.
The integral equation (1) exists where function of $f(x)$ satisfies Hölder's condition on the interval $[\mathrm{a}, \mathrm{b}]$. In the integral equation (1) we encounter with two practical difficulties, the first one is it being oscillatory and the second one, having a singularity of Cauchy type [2], [6].
In Okecha [6,7], quadrature rules of interpolatory type is proposed to compute equation (1) numerically where the problem is solved by replacing the function $f(x)$ with the corresponding Lagrange interpolating polynomial on the zeros of the Legendre polynomial and the point $\tau$. Recently, Wang and Xiang have proposed a numerically stable algorithm. Their proposition is based on interpolating $f(x)$ at practical Chebyshev points and avoiding the singularity of the problem [9]. Capobianco and Criscuolo proposed a numerical method based on an interpolatory procedure at the zeros of the orthogonal polynomials with respect to a Jacobi weight [2].
It is a known fact that the interpolation polynomial with the Chebyshev points of the first kind or second kind can lead to the absence of Runge phenomenon.
$(f(x)+f(\tau)) /(x+\tau)$ Is a smooth function for $x \in[a, b]$, then in this paper we propose another approach based on a special approximation of $(f(x)+f(\tau)) /(x+\tau)$ by a truncated series of Chebyshev polynomials as follows
$\frac{f(x)+f(\tau)}{x+\tau}=\sum_{k=0}^{N} a_{k} T_{k}(x)$
The given function satisfies Hermite interpolation's conditions and $T_{k}(x)$ is defined as the Chebyshev polynomial of the first kind by $T_{j}(\cos \theta)=\cos j \theta$. The integral equation (1) is now approximated by
$I_{\omega}(f, \tau) \simeq \sum_{k=0}^{N} a_{k} M_{k}(\omega)+f(\tau) \int_{a}^{b} \frac{1}{x+\tau} e^{i \omega g(x)} d x$
Where
$M_{k}(\omega)=\int_{a}^{b} T_{k}(x) e^{i \omega x} d x$
Are called modified moments.
The paper is organized as follows. In Section 2, we present the details of the proposed method for computing the Moments. In Section 3, we give an error analysis. Finally, In Section 4 we show that the proposed method is effective by some numerical examples.

## 2. Description of method

The integral equation (1) is rewritten:
$I_{\omega}(f, \tau)=I_{\omega}(f(x)+f(\tau), \tau)-f(\tau) I_{\omega}(1, \tau)$,
Where
$I_{\omega}(f(x)+f(\tau), \tau)=\int_{a}^{b} e^{i \omega g(x)}((f(x)+f(\tau)) /(x+\tau)) d x$
And
$I_{\omega}(1, \tau)=\int_{a}^{b} e^{i \omega g(x)}(1 /(x+\tau)) d x$.
Function $f(x)$ is a smooth function in $[\mathrm{a}, \mathrm{b}]$.
From $[2,6,7,9]$, the integral $I_{\omega}(1, \tau)$ can be calculated by the following analytical results:
$\operatorname{Re}\left[I_{\omega}(1, \tau)\right]=\cos (\tau \omega)\left[\operatorname{Ci}\left(u_{1}\right)-\operatorname{Ci}\left(\left|u_{2}\right|\right)\right]-\sin (\tau \omega)\left[\operatorname{Si}\left(u_{1}\right)+\operatorname{Si}\left(\left|u_{2}\right|\right)\right]$
And
$\operatorname{Im}\left[I_{\omega}(1, \tau)\right]=\sin (\tau \omega)\left[\operatorname{Ci}\left(u_{1}\right)-\operatorname{Ci}\left(\left|u_{2}\right|\right)\right]+\cos (\tau \omega)\left[\operatorname{Si}\left(u_{1}\right)+\operatorname{Si}(|u 2|)\right]$
Where $u_{1}=\omega(1-\tau), u_{2}=-\omega(1+\tau), \mathrm{Ci}$ and Si are cosine and sine integrals, defined respectively as follows
$C i(u)=\int_{0}^{u} \frac{\cos (x)-1}{x} d x+\log (u)+C=\sum_{n=1}^{\infty} \frac{(-1)^{n} u^{2 n}}{2 n(2 n)!}+\log (u)+C$
$\operatorname{Si}(u)=\int_{0}^{u \sin (x)} \frac{x}{x} d x=\sum_{n=0}^{\infty} \frac{(-1)^{n} u^{2 n+1}}{(2 n+1)(2 n+1)!}$
Where $C$ is the Euler constant [1].
The main discussion of this paper is to compute the first integral $I_{\omega}(f(x)-f(\tau), \tau)$ in Equation (5). $I_{\omega}(f(x)-f(\tau), \tau)$ Is approximated based on the following proposal [4].
Let Us s be a positive integer and $\left.\left\{m_{k}\right\}\right|_{0} ^{N}$ be a set of multiplicities associated with the node points $a=C_{0}<C_{1}<\cdots<$ $C_{N}=b$ where $m_{0}, m_{N} \geq s$. Suppose that $v(x)=\sum_{k=0}^{n} a_{k} T_{k}(x)$, (where $n=\sum_{k=0}^{n} m_{k}-1$ and $T_{k}(x)$ denotes the Chebyshev polynomial of the first kind defined by $T_{k}(\cos \theta)=\cos k \theta$ ), is the solution of the system of following equations
$v\left(C_{k}\right)=\frac{f\left(C_{k}\right)+f(\tau)}{x+\tau}, \quad v^{\prime}\left(C_{k}\right)=\left[\frac{f\left(C_{k}\right)+f(\tau)}{x+\tau}\right]^{\prime}, \ldots, v^{\left(m_{k}-1\right)}\left(C_{k}\right)=\left[\frac{f\left(C_{k}\right)+f(\tau)}{x+\tau}\right]^{\left(m_{k-1}\right)}$
Where for every integer $0 \leq k \leq N, f^{\left(m_{k}-1\right)}\left(C_{k}\right)$ is the $\left(m_{k-1}\right)$ Th derivative of $f$ at the Chebyshev points or Clenshaw-
Curtis points $C_{k}=\cos (k \pi / N)$.
Remark 1: If some interpolating point $C_{k}=\tau$ exists, then so as to obtain the values of all derivatives of the function $(f(x)+f(\tau))(x+\tau)$ at the point $\tau$ we have:
$V\left(C_{k}\right)=\lim _{x \rightarrow \tau} \frac{f(x)+f(\tau)}{x+\tau}, \quad v^{\prime}\left(C_{k}\right)=\lim _{x \rightarrow \tau}\left[\frac{f(x)+f(\tau)}{x+\tau}\right]^{\prime}, \ldots, \quad v^{\left(m_{k}-1\right)}\left(C_{k}\right)=\lim _{x \rightarrow \tau}\left[\frac{f(x)+f(\tau)}{x+\tau}\right]^{\left(m_{k}-1\right)}$
For $\forall x \in[a, b]$ and $a<\tau<b$ we have,
$I_{\omega}(f, \tau) \simeq I_{(\omega, n)}(f, \tau)=I_{\omega}(v(x))-f(\tau) I_{\omega}(1, \tau),=\sum_{k=0}^{n} a_{k} M_{k}(\omega)+f(\tau) I_{\omega}(1, \tau)$
Where $M_{k}(\omega)=\int_{a}^{b} e^{i \omega x} T_{k}(x) d x$ is the modified moment.
Here, we apply an alternative method to compute the modified moments $M_{k}(\omega)$. Following Abramowitz and Stegun [3], it establishes
$\left(1-x^{2}\right) T^{\prime}{ }_{k}(x)=\frac{k}{2}\left(T_{k-1}(x)-T_{k+1}(x)\right)$,
$2 x T_{k}(x)=T_{k+1}(x)+T_{k-1}(x)$
Therefore,
$-2 x T_{k}(x)+\left(1-x^{2}\right) T^{\prime}{ }_{k}(x)-\left(\frac{k}{2}-1\right) T_{k-1}(x)-\left(\frac{k}{2}+1\right) T_{k+1}(x)$
Let
$K=\int_{-1}^{1}\left(1-x^{2}\right) T_{k}(x) e^{i \omega x} d x$.
Then, using the integration by parts and by Equation (12), we have
$K=\frac{1}{i \omega} \int_{-1}^{1}\left(1-x^{2}\right) T_{k}(x) d e^{i \omega x}$
$=\frac{1}{i \omega}\left[\left.\left(1-x^{2}\right) T_{k}(x) e^{i \omega x}\right|_{x=-1} ^{1}-\int_{-1}^{1}\left[\left(1-x^{2}\right) T_{k}(x)\right]^{\prime} e^{i \omega x} d x\right]$
$=-\frac{1}{i \omega} \int_{-1}^{1}\left[-2 x T_{k}(x)+\left(1-x^{2}\right) T^{\prime}{ }_{k}(x)\right] e^{i \omega x} d x$
$=-\frac{1}{i \omega} \int_{-1}^{1}\left[\left(\frac{k}{2}-1\right) T_{k-1}(x)-\left(\frac{k}{2}+1\right) T_{k+1}(x)\right] e^{i \omega x} d x$
$=\frac{1}{i \omega}\left(\frac{k}{2}+1\right) M_{k+1}(\omega)-\frac{1}{i \omega}\left(\frac{k}{2}-1\right) M_{k-1}(\omega)$.
Next, we recalculate $K$ by the second expression of Equation (11), that is,
$K=M_{k}(\omega)-\int_{-1}^{1} x^{2} T_{k}(x) e^{i \omega x} d x$
$=M_{k}(\omega)-\frac{1}{4} \int_{-1}^{1} 2 x\left[T_{k+1}(x)+T_{k-1}(x)\right] e^{i \omega x} d x$
$=M_{k}(\omega)-\frac{1}{4} \int_{-1}^{1}\left[T_{k+2}(x)+T_{k}(x)+T_{k}(x)+T_{k-2}(x)\right] e^{i \omega x} d x$
$=\frac{1}{2} M_{k}(\omega)-\frac{1}{4}\left[M_{k+2}(\omega)+M_{k-2}(\omega)\right]$.
Comparing Equations (14) and (15) yields the recurrence relation
$M_{k+2}(\omega)=-\frac{2(k+2)}{i \omega} M_{k+1}(\omega)+2 M_{k}(\omega)+\frac{2(k-2)}{i \omega} M_{k-1}(\omega)-M_{k-2}$
The two initial moments can be given by
$M_{0}(\omega)=\int_{-1}^{1} T_{0}(x) e^{i \omega x} d x=\frac{2 \sin (\omega)}{\omega}$,
$M_{1}(\omega)=\int_{-1}^{1} T_{1}(x) e^{i \omega x} d x=2\left[\frac{\sin (\omega)}{\omega^{2}}-\frac{\cos (\omega)}{\omega}\right] i$
We know that $T_{-k}(x)=T_{k}(x), k=1,2,3, \ldots$ and consequently $M_{-k}(\omega)=M_{k}(\omega)$.
Substituting $k=0$ and 1 into Equation (16) yields $M_{2}(\omega)$ and $M_{3}(\omega)$, i.e.
$M_{2}(\omega)=-\frac{4}{i \omega} M_{1}(\omega)+M_{0}(\omega)$,
$M_{3}(\omega)=\left[\frac{24}{(i \omega)^{2}}+1\right] M_{1}(\omega)-\frac{8}{i \omega} M_{0}(\omega)$
$M_{k}(\omega) \quad k=4,5 \ldots$ Computed by forward recursion.
If $k \rightarrow \infty$, we have
$M_{k+2}(\omega)+\frac{2 k}{i \omega} M_{k+1}(\omega)-2 M_{k}(\omega)-\frac{2 k}{i \omega} M_{k-1}(\omega)+M_{k-2}(\omega)=0$.
The four characteristic roots of the difference Equation (19) are located inside the unit circle when
$k<\omega$. Hence we deduce that the forward recursion (19) is stable provided $k<\omega$, and for $k \geq \omega$
The forward recursion is no longer applicable. It illustrates that the forward recursion (16) is stable provided $k<\omega$ too.
Remark 2: In all above integrals we transformed the interval $[a, b]$ into $[-1,1]$. For this, we used the following transformation for $[a, b]$ :
$t=\frac{b-a}{2} x+\frac{b+a}{2} . x \in[-1,1]$

## 3. Error analysis

In this section, we show that the present rule is of uniform convergence without any restrictions on the location of $\tau \in(a, b)$. To start with the error analysis of the quadrature rule (10) based on Hermite interpolation condition. we first provide the following classical results [10]:
Let $s$ be some positive integer and let $\left.\left\{m_{k}\right\}\right|_{0} ^{N}$ be a set of multiplicities associated with the node points
$a=c_{0}<c_{1}<\cdots<c_{N}=b$ Such that $m_{0}, m_{N} \geq s$. Suppose that $\phi(x) \in C^{\infty}[a, b]$ satisfies
$\phi\left(C_{k}\right)=\phi^{\prime}\left(C_{k}\right)=\cdots=\phi^{\left(m_{k}-1\right)}\left(C_{k}\right)=0, \quad k=0,1, \ldots, N$
Then $\varphi(x)$ can be represented in the form
$\phi(x)=\frac{\phi^{(n+1)}(\xi)}{(n+1)!} \prod_{k=0}^{N}\left(x-c_{k}\right)^{m_{k}}, \quad x \in[a, b]$
For some $\xi \in[a, b]$ and $n=\sum_{k=0}^{N} m_{k}-1$.

Theorem 3.1: Let $f$ be a smooth function and $\tau \in(a, b)$, then the error of the approximation (10) satisfies the following result
$E_{N+1}(\tau) \leq \frac{2^{n-s+2}(n-s+2)\left\|\phi^{(n+1)}(x)\right\| \infty}{\omega^{s+1}(n-s+1)!}$.

## Proof: [16].

In particular, when $\mathrm{m}_{\mathrm{k}}=1$, there exists $\mathrm{n}=\mathrm{N}$ and $\mathrm{s}=1$. From Equation (22), we have
$E_{N+1}(\tau) \leq \frac{2^{N+1}(N+1)| | \phi^{(N+1)}(x) \| \infty}{\omega^{2} N!}$
We can conclude that the error of the quadrature rule (10) tends to zero uniformly as $N \rightarrow \infty$ or the parameter $\omega \rightarrow \infty$.

## 4. Numerical experiments

The method proposed in this paper is based on the Chebysheves polynomials. So the numerical experiments below will focus on comparing the performance between this method with another method such as Wang and Xiang's method and Okecha's method.
All computations have been performed by using Maple 14 with 64-digit arithmetic.
Experiment 1: Calculate the following oscillatory integral:
$I=\int_{0}^{1} e^{i 200\left(x^{2}+x\right)}\left(e^{10 x} /(x+0.1)\right) d x$
This is similar to an example in [6]. The exact integral value, obtained by the symbolic integral tools with 15 significant digits reserved, is $I=0.00942790128900773+\mathrm{i} \times 0.0977885216048126$.
In this example, we compute the integral by using Equation (10) and compare the present rule (10) with the formula proposed by Okecha [15] and the rule proposed by Wang and Xiang [12,13].

Table 1: Comparison of the present method (10), where $m_{0}=m_{N}=0$ and $m_{1}=\cdots=m_{N-1}=1$, with Okecha's method [15] and Wang and Xiang's method [12,13] for experiment 1 with $\tau=0.1$ and $\omega=200$.

| N | Present method | Wang and Xiang's method | Okecha's method |
| :--- | :--- | :--- | :--- |
| 2 | $3.91 \times 10^{-8}$ | $5.32 \times 10^{-6}$ | $3.23 \times 10^{-5}$ |
| 4 | $5.73 \times 10^{-10}$ | $4.05 \times 10^{-7}$ | $7.19 \times 10^{-5}$ |
| 8 | $5.33 \times 10^{-15}$ | $1.20 \times 10^{-14}$ | $6.73 \times 10^{-10}$ |
| 16 | $3.26 \times 10^{-26}$ | $9.01 \times 10^{-22}$ | $8,23 \times 10^{-20}$ |

Experiment 2: Calculate the following oscillatory integral:
$I=\int_{0}^{1} e^{i 100 \tan x}\left(\sec x . e^{-\tan x} /(x+0.1)\right) d x$
This is similar to an example in [17]. The exact integral value is $I=-28.6384665450831+\mathrm{i} \times 17.1789068416939$.
In this example, we compute the integral by using Equation (10) and compare the present rule (10) with the formula proposed by Okecha [15] and the rule proposed by Wang and Xiang [12,13].

Table 2: Comparison of the present method (10), where $m_{0}=m_{N}=0$ and $m_{1}=\cdots=m_{N-1}=1$, with Okecha's method [15] and Wang and Xiang's method [12,13] for experiment 2 with $\tau=0.1$ and $\omega=100$.

| N | Present method | Wang and Xiang's method | Okecha's method |
| :---: | :--- | :--- | :--- |
| 2 | $5.02 \times 10^{-8}$ | $3.66 \times 10^{-6}$ | $5.12 \times 10^{-5}$ |
| 4 | $4.32 \times 10^{-10}$ | $8.24 \times 10^{-7}$ | $5.98 \times 10^{-6}$ |
| 8 | $1.76 \times 10^{-15}$ | $7.58 \times 10^{-12}$ | $3.80 \times 10^{-10}$ |
| 16 | $4.81 \times 10^{-21}$ | $2.04 \times 10^{-20}$ | $4.27 \times 10^{-19}$ |

## 5. Conclusion

In this paper, we have presented and tested a numerically stable interpolator type method for handling (1) based on Chebyshev points and the recurrence relation of the modified moments.
From tables 1-2, we can conclude convergence be fasted when $N \rightarrow \infty$.
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