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Abstract 
 

We consider a finite undirected and connected simple graph G(E, V) with vertex set V(G) and edge set E(G).We calculated the general 

formulas of the spectra of a cycle graph and path graph. In this discussion we are interested in the adjacency matrix, Laplacian matrix, 

signless Laplacian matrix, normalized Laplacian matrix, and seidel adjacency matrix. 
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1. Introduction 

Graph theory and its applications has a long history, in structural 

mechanics and in particular Nodal ordering and graph partitioning 

are well documented in the literature, Kaveh [12-13]. Algebraic 

graph theory can be considered as a branch of graph theory, where 

eigenvalues and eigenvectors of certain matrices are employed to 

deduce the principal properties of a graph. In fact eigenvalues are 

closely related to most of the invariants of a graph, linking one 

external property to another. These eigenvalues play a central role 

in our fundamental understanding of graphs. Most of the defini-

tions on algebraic graph theory in the present interesting books 

such as Biggs [2], Cvetković et al. [5], and Godsil and Royle [11]. 

One of the major contributions in algebraic graph theory is due to 

Fiedler [10], where the properties of the second eigenvalue and 

eigenvector of the Laplacian of a graph have been introduced. 

This eigenvector, known as the Fiedler vector is used in graph 

nodal ordering and bipartition, Refs. [15-18].  

The Laplacian matrix of a graph and its eigenvalues can be used in 

several areas of mathematical research and have a physical inter-

pretation in various physical and chemical theories. The related 

matrix - the adjacency matrix of a graph and its eigenvalues were 

much more investigated in the past than the Laplacian matrix. In 

the same time, the Laplacian spectrum is much more natural and 

more important than the adjacency matrix spectrum because of it 

numerous application in mathematical physics, chemistry and 

financial mathematics (see papers [1, 3, 4, 6, 7, 9]). 

Throughout this paper it is assumed that all graphs are undirected 

and simple connected [without loops or multiple edges] and all 

matrices are real and symmetric.  

The following are the five different types of matrices that will take 

care for a graph G with n vertices vi;  i = 1,2, … n : 
The adjacency matrix, A = A(G) = aij of G is an n ×  n symmet-

ric matrix, 

aij  = {
1 
0 

if vivj ∈ E,

otherwise.
. 

The Laplacian matrix ofG is the matrix L = L(G) = lij = D − A, 

lij = {
di 

−1 
 0 

if i = j,
if ij ∈ E,

otherwise.

 

 

Where D is a diagonal matrix (D = (d1, d2, … , dn)). 

The signless Laplacian matrix of G is the matrix  

Q = Q(G) = qij = D + A, 

 

qij = {
di 

 1 
 0 

if i = j,
if ij ∈ E,

otherwise.

 

 

The normalized Laplacian matrix of G is the matrix  

£ = £(G) = £ij, 

 

£ij = {

1 

−
1

√didj

 0 

if i = j,
if ij ∈ E,

otherwise.

 

 

The Seidel adjacency matrix of a graph G with adjacency matrix A 

is the matrix S defined by 

 S = J − I − 2A = sij (WhereJ is the square matrix with all entries 

are equal one), i.e. 

 

sij = {
0 

 −1 
 1 

if i = j,
if ij ∈ E,

if ij  E.
 

 

Definition 1.1: A path graph 𝑃𝑛 is a connected graph of n vertices 

where 2 vertices are pendant and the other n−2 vertices are of 

degree 2. A path has n − 1 edges. 
 

Definition 1.2: A cycle graph 𝐶𝑛 is a connected graph on n verti-

ces where all vertices are of degree 2. A cycle graphcan be creat-

ed from a path graph by connecting the two pendant vertices in 

the path by an edge. A cycle has an equal number of vertices and 

edges. 

http://creativecommons.org/licenses/by/3.0/
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Definition 1.3: The characteristic polynomial of a square matrix 

𝐴 as follows: 

 

φ(A, λ) = det(λI − A), orφ(A, λ) = det(A − λI), 

 

Where I is the identity matrix and λ is the eigenvalues of  A. 

 

Definition 1.4: The roots of 𝜑(𝐺, 𝜆) are the eigenvalues of 𝐴(𝐺). 

We will call them also the eigenvalues of 𝐺. 

 

Definition 1.5: The spectrum of a finite graph 𝐺 is the set of ei-

genvalues of the adjacency matrix 𝐴(𝐺) to gether with their mul-

tiplicities. 

 

Suppose A (G) has s distinct eigenvalues  λ1 > λ2 >· · · > λs, with 

multiplicities m(λ1), m(λ2), . . . , m(λs)respectively, then we shall 

write 

 

Spec(G) = 1 2

1 2( ) ( ) ( )

s

sm m m

  

  

 
 
 

, 

Or 

 

Spec(G) = {λ1
m(λ1)

, λ2
m(λ2)

, … , λS
m(λS)

}. 

2. Circulant matrices 

Fix a positive integer n ≥  2 and let  

v =  (v0, v1, … , vn−1)be a row vector in ℂn. 

Define the shift operator T ∶  ℂn  →  ℂn by 

T(v0, v1, … , vn−1)  = (vn−1, v0, … , vn−2). 
The circulant matrix associated to v is the n ×  n matrix whoser-

ows are given by iteration of the shift operator acting on v, that is 

to say the k-throw is given by Tk−1v, k =  1, . . . , n. Such a matrix 

will be denoted by V =  circ{v}  =  circ{v0, v1, … , vn−1}. 

The following theorem shows how one can calculate eigenvalues 

and eigenvectors of V. 

 

Theorem 2.1:[8] (Eigenvalues of circulant matrix) 

Let 𝑣 =  (𝑣0, 𝑣1, … , 𝑣𝑛−1) be a row vector in ℂ𝑛, and 

     𝑉 =  𝑐𝑖𝑟𝑐{𝑣}. If 𝜀 is primitive n−th root of unity, then 

 

                           det V =  det

0 1 2 1

1 0 3 2

2 3 0 1

1 2 1 0

n n

n n n

n

v v v v

v v v v

v v v v

v v v v

 

  



 
 
 
 
 
 
 
 

 
 

= ∏(∑ εℓjvj

n−1

j=0

)

n−1

ℓ=0

. 

 

Corollary 2.2 [8] 

Eigenvalues of circulant matrix V is given by the formulae 

 

λℓ = ∑ εℓjvj

n−1

j=0

, ℓ =  0, . . . , n −  1. 

 

In the coming sections, we will need to use the Chebyshev poly-

nomial of the second kind which is defined by the formula 

 

Un(x) = sin(n cos−1 x) =
sin((n +1)cos−1 x)

√1 − x2
 

 

And Un(x) satisfies the recursive relation 

 

 U0(x) = 1, U1(x) = 2x,  

 Un(x) = 2x Un−1(x) −  Un−2(x), n ≥  2, where 

 Un(x) = det

2 1 0 0 0

1 2 1 0 0

0 1 2 0 0

0 0 0 2 1

0 0 0 1 2

x

x

x

x

x

 
 
  

 
 
 
 
 
  

 

3. The spectrum of 𝐂𝐧  

The adjacency matrix of a cycle graph 𝐶𝑛 is: 

 

𝐴(𝐶𝑛) =

0 1 0 1

1 0 1 0

0 1 0 0

1 0 0 0

 
 
 
 
 
 
 
 

, where  

𝑎𝑖𝑗 = 1 𝑖𝑓|𝑖 − 𝑗| = 1 𝑜𝑟(𝑛 − 1) and 𝑎𝑖𝑗 = 0  otherwise. 

 

Theorem 3.1: 

 

1) Adjacency spectrum of cycle graph 𝐶𝑛are 

 

𝜆𝑘 = 2 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) , 𝑘 = {0,1,2, ⋯ , 𝑛 − 1}. 

 

2) Laplacian spectrum of cycle graph Cn are 

 

𝜆𝑘 = 2 − 2 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) , 𝑘 = {0,1,2, ⋯ , 𝑛 − 1} 

 

3) Signless Laplacian spectrum of cycle graph Cn are 

 

𝜆𝑘 = 2 + 2 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) , 𝑘 = {0,1,2, ⋯ , 𝑛 − 1}. 

 

4) Normalized Laplacian spectrum of cycle graph Cn are 

 

𝜆𝑘 = 1 − 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) , 𝑘 = {0,1,2, ⋯ , 𝑛 − 1}. 

 

5) Seidel adjacency spectrum of cycle graph Cn are 

 

𝜆𝑘 = −2 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) +

𝑐𝑜𝑠(𝜋𝑘) 𝑠𝑖𝑛 (
(𝑛−3)𝜋𝑘

𝑛
)

𝑠𝑖𝑛 (
𝜋𝑘

𝑛
)

 ,  

 

𝑘 = {1,2, ⋯ , 𝑛 − 1}, and  𝜆0 = 𝑣0 + 𝑣1 + ⋯ + 𝑣𝑛−1, 𝑎𝑡  𝑘 = 0 

 

Proof  

1) The adjacency matrix A(Cn) is the circulant matrix with en-

tities 

 

𝑣0  =  0, 𝑣1  = 1, 𝑣2  =  … =  𝑣𝑛−2  =  0, 𝑣𝑛−1  =  1. 
 

Then by properties of circulant matrices its eigenvalues are 

 

𝜆𝑘 = 𝑣0 + 𝑣1𝜀𝑘 + ⋯ + 𝑣𝑛−1𝜀(𝑛−1)𝑘 , 𝑘 = 0,1,2, ⋯ , 𝑛 − 1, 
 

Where 𝜀 = 𝑒
2𝜋𝑖

𝑛  is the n-th primitive root of the unity. Hence, 

 

𝜆𝑘 = 𝜀𝑘 + 𝜀(𝑛−1)𝑘 

 

                                           = 𝑒
2𝜋𝑖

𝑛
𝑘 + 𝑒

2𝜋𝑖

𝑛
(𝑛−1)𝑘

 
 

                                          = 𝑒
2𝜋𝑖

𝑛
𝑘 + 𝑒−

2𝜋𝑖

𝑛
𝑘
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= 2 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) 

 

Since 𝑒2𝜋𝑖 = 𝑐𝑜𝑠 2𝜋 + 𝑖 𝑠𝑖𝑛 2𝜋 = 1 Then, 

Adjacency spectrum of 𝐶𝑛 are  

𝜆𝑘 = 2 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) , 𝑘 = {0,1,2, ⋯ , 𝑛 − 1}. 

2) The Laplacian matrix 𝐿(𝐶𝑛) is the circulant matrix with en-

tities 

 

𝑣0  =  2, 𝑣1  = −1, 𝑣2  =  … =  𝑣𝑛−2  =  0, 𝑣𝑛−1  = − 1. 
 

Hence, 

 

                            𝜆𝑘 = 2 − 𝜀𝑘 − 𝜀(𝑛−1)𝑘 
 

 = 2 − 𝑒
2𝜋𝑖

𝑛
𝑘 − 𝑒

2𝜋𝑖

𝑛
(𝑛−1)𝑘

 

 

                                 = 2 − 2 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) 

 

Then, Laplacian spectrum of 𝐶𝑛 are 

 

𝜆𝑘 = 2 − 2 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) , 𝑘 = {0,1,2, ⋯ , 𝑛 − 1} 

 

3) The Signless Laplacian matrix Q(Cn) is the circulant matrix 

with entities 

 

𝑣0  =  2, 𝑣1  = 1, 𝑣2  =  … =  𝑣𝑛−2  =  0, 𝑣𝑛−1  =  1. 
 

Hence, 

 

𝜆𝑘 = 2 + 𝜀𝑘 + 𝜀(𝑛−1)𝑘 
 

             = 2 + 𝑒
2𝜋𝑖

𝑛
𝑘 + 𝑒

2𝜋𝑖

𝑛
(𝑛−1)𝑘

 
 

                                       = 2 + 2 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) 

 

Then, Signless Laplacian spectrum of 𝐶𝑛 are 

 

𝜆𝑘 = 2 + 2 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) , 𝑘 = {0,1,2, ⋯ , 𝑛 − 1} 

 

4) The Normalized Laplacian matrix £(Cn) is the circulant ma-

trix with entities 

 

𝑣0  =  1, 𝑣1  = −
1

2
, 𝑣2  =  … =  𝑣𝑛−2  =  0, 𝑣𝑛−1  =  −

1

2
 . 

 

Hence, 

 

                          𝜆𝑘 = 1 −
1

2
𝜀𝑘 −

1

2
𝜀(𝑛−1)𝑘 

 

 = 1 −
1

2
𝑒

2𝜋𝑖

𝑛
𝑘 −

1

2
𝑒

2𝜋𝑖

𝑛
(𝑛−1)𝑘

 

 

                              = 1 − 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) 

 

Then, Normalized Laplacian spectrum of 𝐶𝑛 are 

 

𝜆𝑘 = 1 − 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) , 𝑘 = {0,1,2, ⋯ , 𝑛 − 1} 

 

5) The Seidel adjacency matrix S(Cn) is the circulant matrix 

with entities 

 

𝑣0  =  0, 𝑣1  = −1, 𝑣2  =  … =  𝑣𝑛−2  =  1, 𝑣𝑛−1  =  −1 . 
 

Hence, 

 

      𝜆𝑘 = −𝜀𝑘 + 𝜀2𝑘 + 𝜀3𝑘 ⋯ + 𝜀(𝑛−2)𝑘 − 𝜀(𝑛−1)𝑘 
 

 = −(𝑒
2𝜋𝑖

𝑛
𝑘 + 𝑒

2𝜋𝑖

𝑛
(𝑛−1)𝑘) + [𝜀2𝑘 + 𝜀3𝑘 ⋯ + 𝜀(𝑛−2)𝑘] 

 

            = −2 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) +

𝜀2𝑘(𝜀(𝑛−3)𝑘−1)

𝜀𝑘−1
 

 

            = −2 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) +

𝜀2𝑘𝜀
(𝑛−3)𝑘

2 (𝜀
(𝑛−3)𝑘

2 −𝜀
−

(𝑛−3)𝑘
2 )

𝜀
𝑘
2(𝜀

𝑘
2−𝜀−

𝑘
2)

 

 

            = −2 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) +

𝜀
𝑛𝑘
2 (𝜀

(𝑛−3)𝑘
2 −𝜀−

(𝑛−3)𝑘
2 )

𝜀
𝑘
2−𝜀

−
𝑘
2

 

 

            = −2 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) +

𝑒𝜋𝑖𝑘(𝜀
(𝑛−3)𝜋𝑖𝑘

𝑛 −𝜀−
(𝑛−3)𝜋𝑖𝑘

𝑛 )

𝜀
𝜋𝑖𝑘

𝑛 −𝜀−
𝜋𝑖𝑘

𝑛

 

 

            = −2 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) +

𝑒𝜋𝑖𝑘𝑠𝑖𝑛 (
(𝑛−3)𝜋𝑘

𝑛
)

𝑠𝑖𝑛 (
𝜋𝑘

𝑛
)

 

 

            = −2 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) +

𝑐𝑜𝑠(𝜋𝑘)𝑠𝑖𝑛 (
(𝑛−3)𝜋𝑘

𝑛
)

𝑠𝑖𝑛 (
𝜋𝑘

𝑛
)

, 

 

Since, 𝑠𝑖𝑛Ө Ө =
𝑒𝑖ӨӨ− 𝑒−𝑖ӨӨ

2𝑖
 and  

𝑒𝜋𝑖𝑘 = 𝑐𝑜𝑠(𝜋𝑘) + 𝑖 𝑠𝑖𝑛(𝜋𝑘) = 𝑐𝑜𝑠(𝜋𝑘) 

Then, Seidel adjacency spectrum of 𝐶𝑛 are 

 

𝜆𝑘 = −2 𝑐𝑜𝑠 (
2𝜋𝑘

𝑛
) +

𝑐𝑜𝑠(𝜋𝑘) 𝑠𝑖𝑛 (
(𝑛−3)𝜋𝑘

𝑛
)

𝑠𝑖𝑛 (
𝜋𝑘

𝑛
)

 , 𝑘 = {1,2, ⋯ , 𝑛 − 1} 

 

We have,  𝜆0 = 𝑣0 + 𝑣1 + ⋯ + 𝑣𝑛−1, 𝑎𝑡𝑘 = 0.                            □ 

4. On the characteristic polynomials of 𝐏𝐧  

Our goal is to find a recurrence relationship between the character-

istic polynomials of path graphs.  

The adjacency matrix of a path 𝑷𝒏 is: 

𝐴(𝑃𝑛) =

0 1 0 0

1 0 1 0

0 1 0 0

0 0 0 0

 
 
 
 
 
 
 
 

, where 

 𝑎𝑖𝑗 = 1 𝑖𝑓  |𝑖 − 𝑗| = 1 and  𝑎𝑖𝑗 = 0  otherwise. 

 

𝜑(𝑃𝑛, 𝜆) = 𝑑𝑒𝑡(𝜆𝐼 − 𝐴(𝑃𝑛)) = 𝑑𝑒𝑡

1 0 0

1 1 0

0 1 0

0 0 0









 
 
  
 
 
 
 
 

 

 

Using cofactor expansion along the first row we get: 

 

𝜑(𝑃𝑛, 𝜆) = 𝑑𝑒𝑡(𝜆𝐼 − 𝐴𝑃𝑛
) = 𝜆𝐶11 + (−1)(−1)𝐶12 

 

We see that 𝐶11 is the determinant of the matrix 𝐴𝑃𝑛−1
 and 𝐶12 is 

the determinant of the matrix: 

𝐶12 = 𝑑𝑒𝑡

1 1 0

0 0

0 0





  
 
 
 
 
  
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Using cofactor expansion along the first column we get that: 

𝐶12 =  −1𝐶11 

We see that 𝐶11 is the determinant of the matrix 𝐴𝑃𝑛−2
. 

Therefore: 

 

      𝜑(𝑃𝑛, 𝜆) = 𝑑𝑒𝑡(𝜆𝐼 − 𝐴𝑃𝑛
) 

 

= 𝜆𝑑𝑒𝑡(𝜆𝐼 − 𝐴𝑃𝑛−1 
) −  𝑑𝑒𝑡(𝜆𝐼 − 𝐴𝑃𝑛−2 

) 

 

                    = 𝜆𝜑(𝑃𝑛−1 , 𝜆) − 𝜑(𝑃𝑛−2 , 𝜆) ∀ 𝑛 ≥ 3 

 

Note that this implies 𝜑(𝑃𝑛, 𝜆) = 𝑈𝑛(
𝜆

2
) where  

 

𝑈𝑛(𝑥) = 𝑠𝑖𝑛(𝑛 𝑐𝑜𝑠−1 𝑥) =
𝑠𝑖𝑛((𝑛 +1)𝑐𝑜𝑠−1 𝑥)

√1 − 𝑥2
 

 

Thus  𝜑(𝑃𝑛, 𝜆) = 𝑈𝑛 (
𝜆

2
) =

𝑠𝑖𝑛((𝑛 +1)𝑐𝑜𝑠−1𝜆

2
)

√1−(
𝜆

2
)2

 , 

 

Let 𝑐𝑜𝑠−1 𝜆

2
= 𝜃 

𝜆

2
= 𝑐𝑜𝑠 𝜃 

 

Then 

 

𝜑(𝑃𝑛, 𝜆) =
𝑠𝑖𝑛((𝑛 + 1)𝜃)

𝑠𝑖𝑛 𝜃
 

 

If 𝜑(𝑃𝑛, 𝜆) = 0 we get  

𝑠𝑖𝑛((𝑛 + 1)𝜃) = 0 𝑎𝑛𝑑 𝑠𝑖𝑛 𝜃 ≠ 0  𝜃 ≠ 𝜋𝑘 

Thus (𝑛 + 1)𝜃 = 𝜋𝑘  𝜃 =
𝜋𝑘

𝑛+1
 𝑐𝑜𝑠 𝜃 = 𝑐𝑜𝑠(

𝜋𝑘

𝑛+1
), 

 

𝜆𝑘 = 2 𝑐𝑜𝑠 (
𝜋𝑘

𝑛 + 1
) , 𝑘 = {1,2, ⋯ , 𝑛}. 

 

Adjacency Spectrum of 𝑃𝑛 are λk = 2 cos (
πk

n+1
) , k = {1,2, ⋯ , n}. 

Laplacian Matrix of 𝑷𝒏: The Laplacian matrix of 𝑃𝑛 has the form 

 

𝐿(𝑃𝑛) =

1 1 0 0

1 2 1 0

0 1 2 0

0 0 0 1

 
 
  
 
 
 
 
   

 

𝑝(𝑃𝑛, 𝜌) = 𝑑𝑒𝑡(𝐿(𝑃𝑛) − 𝜌𝐼) 

 

             = 𝑑𝑒𝑡

1 1 0 0 0

1 2 1 0 0

0 1 2 0 0

0 0 0 2 1

0 0 0 1 1











  
 

   
  
 
 
  
 
     

            = 𝑑𝑒𝑡

2 1 0 0 0

1 2 1 0 0

0 1 2 0 0

0 0 0 2 1

0 0 0 1 1











  
 

   
  
 
 
  
 
   

 

−𝑑𝑒𝑡

1 0 0 0 0

1 2 1 0 0

0 1 2 0 0

0 0 0 2 1

0 0 0 1 1









 
 
   

  
 
 
  
 
     

 

= 𝑑𝑒𝑡

2 1 0 0 0

1 2 1 0 0

0 1 2 0 0

0 0 0 2 1

0 0 0 1 1











  
 

   
  
 
 
  
 
     

 

−𝑑𝑒𝑡

2 1 0 0 0

1 2 1 0 0

0 1 2 0 0

0 0 0 2 1

0 0 0 1 1











  
 

   
  
 
 
  
 
   

 

 

                  = 𝑉𝑛 − 𝑉𝑛−1, where 

 

𝑉𝑛 = 𝑑𝑒𝑡

2 1 0 0 0

1 2 1 0 0

0 1 2 0 0

0 0 0 2 1

0 0 0 1 1











  
 

   
  
 
 
  
 
     

 

                     = 𝑑𝑒𝑡

2 1 0 0 0

1 2 1 0 0

0 1 2 0 0

0 0 0 2 1

0 0 0 1 2











  
 

   
  
 
 
  
 
     

 

                      −𝑑𝑒𝑡

2 1 0 0 0

1 2 1 0 0

0 1 2 0 0

0 0 0 2 1

0 0 0 0 1









  
 

   
  
 
 
  
 
 
 

 

 

                     = 𝑈𝑛 (
2−𝜌

2
) − 𝑈𝑛−1 (

2−𝜌

2
). 

 

Here 𝑈𝑛(𝑥) is a Chebyshev polynomial of the second kind. Since 

𝑈𝑛(𝑥) − 2𝑥𝑈𝑛−1(𝑥) + 𝑈𝑛−2(𝑥) = 0, we obtain 

 

𝑝(𝑃𝑛, 𝜌) = 𝑑𝑒𝑡(𝐿(𝑃𝑛) − 𝜌𝐼) = 𝑉𝑛 − 𝑉𝑛−1 

 

= 𝑈𝑛 (
2 − 𝜌

2
) − 𝑈𝑛−1 (

2 − 𝜌

2
) − 𝑈𝑛−1 (

2 − 𝜌

2
) + 𝑈𝑛−2 (

2 − 𝜌

2
) 

 

 = 𝑈𝑛 (
2 − 𝜌

2
) + 𝑈𝑛−2 (

2 − 𝜌

2
) −  2𝑈𝑛−1 (

2 − 𝜌

2
) 

 = 2 (
2 − 𝜌

2
) 𝑈𝑛−1 (

2 − 𝜌

2
) −  2𝑈𝑛−1 (

2 − 𝜌

2
) 

 

  = −𝜌𝑈𝑛−1 (
2 − 𝜌

2
). 

 

 

Then, the Laplacian Spectrum of 𝑃𝑛 are 

 𝜌𝑘 = 2 − 2 𝑐𝑜𝑠 (
𝜋𝑘

𝑛
) , 𝑘 = {0,1,2, ⋯ , 𝑛 − 1}. 

SignlessLaplacian Matrix of 𝑷𝒏: The SignlessLaplacian 

matrix of 𝑃𝑛 is the matrix𝑄(𝑃𝑛) = 𝐷 + 𝐴𝑃𝑛
, 
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𝑄(𝑃𝑛) =

1 1 0 0

1 2 1 0

0 1 2 0

0 0 0 1

 
 
 
 
 
 
 
   

 

𝐹(𝑃𝑛, 𝜇) = 𝑑𝑒𝑡(𝜇𝐼 − 𝐿𝑃𝑛
) 

 

= 𝑑𝑒𝑡

1 1 0 0 0

1 2 1 0 0

0 1 2 0 0

0 0 0 2 1

0 0 0 1 1











  
 

   
  
 
 
  
 
     

 

= 𝑑𝑒𝑡

2 1 0 0 0

1 2 1 0 0

0 1 2 0 0

0 0 0 2 1

0 0 0 1 1











  
 

   
  
 
 
  
 
     

 

+𝑑𝑒𝑡

1 0 0 0 0

1 2 1 0 0

0 1 2 0 0

0 0 0 2 1

0 0 0 1 1









 
 
   

  
 
 
  
 
     

 

= 𝑑𝑒𝑡

2 1 0 0 0

1 2 1 0 0

0 1 2 0 0

0 0 0 2 1

0 0 0 1 1











  
 

   
  
 
 
  
 
     

 

+𝑑𝑒𝑡

2 1 0 0 0

1 2 1 0 0

0 1 2 0 0

0 0 0 2 1

0 0 0 1 1











  
 

   
  
 
 
  
 
   

 

 

= 𝑉𝑛 + 𝑉𝑛−1, where 

 

𝑉𝑛 = 𝑑𝑒𝑡

2 1 0 0 0

1 2 1 0 0

0 1 2 0 0

0 0 0 2 1

0 0 0 1 1











  
 

   
  
 
 
  
 
   

 

   = 𝑑𝑒𝑡

2 1 0 0 0

1 2 1 0 0

0 1 2 0 0

0 0 0 2 1

0 0 0 1 2











  
 

   
  
 
 
  
 
     

 

     +𝑑𝑒𝑡

2 1 0 0 0

1 2 1 0 0

0 1 2 0 0

0 0 0 2 1

0 0 0 0 1









  
 

   
  
 
 
  
 
 
   

 

                  = 𝑈𝑛 (
𝜇−2

2
) + 𝑈𝑛−1 (

𝜇−2

2
).  

Thus   𝐹(𝑃𝑛, 𝜇) = 𝑉𝑛 + 𝑉𝑛−1 = 𝜇𝑈𝑛−1 (
𝜇−2

2
). 

 

Thus, Signless Laplacian Spectrum of 𝑃𝑛 are 

 𝜇𝑛 = 2 + 2𝑐𝑜𝑠
𝜋𝑘

𝑛
, 𝑘 = { 1, 2, ⋯ , 𝑛} ∀ 𝑛 ≥ 3 

Theorem Kel’mans [14], Let 𝐺 +  𝐻 denote the join of 𝐺and 𝐻, 

then 

𝑃(𝐺 + 𝐻, 𝜆) =
𝜆(𝜆 − 𝑛1 − 𝑛2)

(𝜆 − 𝑛1)(𝜆 − 𝑛2)
𝑃(𝐺, 𝜆 − 𝑛2)𝑃(𝐻, 𝜆 − 𝑛1) 

Where 𝑛1  and 𝑛2  are orders of 𝐺  and 𝐻 , respectively 𝑃(𝐺, 𝜆)  is 

the characteristic polynomial of the Laplacian matrix of 𝐺. 

 The wheel graph, 𝑊𝑛+1 the graph which is given by 

 𝑊𝑛+1 = 𝐾1 + 𝐶𝑛, where 𝐶𝑛 is the cycle graph with n verti-

ces and 𝐾1is any new vertex. 

 The fan graph, Fn+1 the graph which is given by 

 Fn+1 = K1 + Pn, where Pnis the path graph with n vertices 

and K1is any new vertex. 

 

 
Fig. 1 

 

Theorem 4.1: 

1) Laplacian spectrum of the fan graph 𝐹𝑛+1 are 

 {0, 𝑛 +  1, 3 −  2 𝑐𝑜𝑠
𝜋𝑘

𝑛
, 𝑘 =  1, . . . , 𝑛 −  1} 

2) Laplacian spectrum of the wheel graph Wn+1are 

 {0, n +  1, 3 −  2 cos
2πk

n
, k =  1, . . . , n –  1} . 

Proof 

1) Since Laplacian polynomial of the path graph  

𝑃(𝑃𝑛 , 𝜆) =  −𝜆𝑈𝑛−1(
2−𝜆

2
)and 𝑃(𝐾1, 𝜆) =  𝜆, then by theorem 

(Kel’mans) the Laplacian polynomial of the fan graph 𝐹𝑛+1 is 

givenby the formula 𝑃(𝐹𝑛+1, 𝜆) =  −𝜆(𝜆 − 𝑛 − 1)𝑈𝑛−1(
3−𝜆

2
). 

Thus Laplacian spectrum of  𝐹𝑛+1 are  

{0, 𝑛 +  1, 3 −  2 𝑐𝑜𝑠
𝜋𝑘

𝑛
, 𝑘 =  1, . . . , 𝑛 –  1} 

2) Since Laplacian polynomial of the cycle graph 

 P(Cn, λ) =  2λ[Tn−1 (
2−λ

2
) − 1]  and P(K1, λ) =  λ , then by 

theorem (Kel’mans) the Laplacian polynomial of the wheel 

graph Wn+1 is givenby the formula 

 P(Wn+1, λ) = 2λ(λ − n − 1)[Tn−1 (
3−λ

2
) − 1]  we get    

Tn−1 (
3−λ

2
) = cos ((n − 1) cos−1 3−λ

2
), let 

 cos−1 3−λ

2
=  θ ⟹

3−λ

2
= cos θ,  thus 

 Tn−1 (
3−λ

2
) = cos((n − 1)θ) , if  

𝑇𝑛−1 (
3 − 𝜆

2
) = 1 ⟹ 𝑐𝑜𝑠((𝑛 − 1)𝜃) = 1 

 

⟹ (𝑛 − 1)𝜃 = 2𝜋𝑘 ⟹ 𝜃 =
2𝜋𝑘

𝑛 − 1
⟹ 𝑐𝑜𝑠 𝜃 = 𝑐𝑜𝑠 (

2𝜋𝑘

𝑛 − 1
), 

 

𝑘 = {0,1,2, ⋯ , 𝑛 − 2} 
 

Where 𝑐𝑜𝑠 𝜃 =
3−𝜆

2
, then 𝜆 = 3 −  2 𝑐𝑜𝑠

2𝜋𝑘

𝑛
, 𝑘 =  1, . . . , 𝑛 –  1.  

Thus Laplacian spectrum of  𝑊𝑛+1 are 
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 {0, 𝑛 +  1, 3 −  2 cos
2πk

n
, k =  1, . . . , n –  1} 
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