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Abstract

This paper focuses on the dynamics and active control of chemical oscillations governed by a forced generalized Rayleigh oscillator. The
Melnikov method is used to analytically determine the critical parameters for the onset of chaotic motions. The analytical results are
confirmed by numerical simulations. The bifurcation structures obtained show that the model displays a rich variety of dynamical behaviors
and remarkable routes to chaos. The effects of the control gain parameters on the behavior of the system are analyzed and the results obtained
have shown the control efficiency.
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1. Introduction

Chaos theory is one of the most exciting and rapidly expanding research topics of recent decades [1]. Chaos occurs only in deterministic
nonlinear dynamical systems. Indeed, from a theoretical perspective, virtually anything that happens over time could be chaotic [2-6]. In the
literature, studies of chaos [3,5,7-10] and the nonlinear dynamic phenomena have been carried out in several areas (physics, mathematics,
communications, chemistry, biology, physiology, medicine, ecology, hydraulics, geology, engineering, atmospheric sciences, oceanography,
astronomy, the solar system, sociology, literature, economics, history, international relations, and in other fields). This sufficiently shows the
multidisciplinary character of chaos theory. Obviously, the control of chaos in nonlinear oscillations appears today an important subject of
investigation for scientific community because of its multiple applications in various fields.

In chemistry, most of the studies carried out on oscillating chemical reactions have revealed non-equilibrium phenomena such as complex
oscillations, bistability, and quasi-chaotic behavior [11]. The different types of motion obtained in nonlinear systems are mostly dependent
on several factors including: the nature of the nonlinearity, the choice of system parameters and the initial conditions [12—15]. It is therefore
important to suppress or if possible control the sources of instabilities in some systems in order to be able to use them in applications. To this
end, depending on the nature of the problem considered, several control techniques have been developed in the literature [16-19]. These
methods are: OGY-method, passive controls, active controls and semi-active controls. The work carried out on the active control technique is
the most numerous [20]. However, research is also actively continuing on other control techniques. Recent studies have used the passive
method to control chaotic behavior. For example, Olabodé et al. [21] used the passive control technique to suppress the instabilities occurring
during regular and chaotic oscillatory states of plasma. These authors have shown that the oscillatory states being sources of instability
of the plasma, a passive control technique would be appropriate to regulate both the chaotic oscillations and the high amplitude of the
oscillations which can occur respectively in chaotic and non-chaotic states. Olabodé et al. [22] studied the passive control of horseshoes
chaos in dissipative nonlinear chemical oscillations. Using the BZ reactions, they showed how the stress parameter of the nonlinear chemical
system, the control parameter and the fluid seep can affect the critical conditions for the appearance of chaotic movements obtained when the
passive control force is applied.
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We consider in this work the Briggs-Rauscher reaction model. It belongs to a category of nonlinear chemical reactions well developed in the
scientific literature. We made this choice because it has already been demonstrated that a modified Van der Pol-Duffing oscillator can be used
to model the nonlinear chemical oscillations like BZ reactions [21-26]. Since the control of regular and irregular motions is an interesting
issue in several areas [27], the dynamical behavior of a forced generalized Rayleigh oscillator, which constitutes a new model for describing
the nonlinear chemical oscillations, may be investigated. For this, we use the Melnikov method to analyze the chaotic behavior of this new
chemical oscillator. By acting on certain control parameters, we hope to significantly reduce or eliminate the chaotic behavior in order to
bring the chemical system to a stationary state or a state of regular motion. The focus of this work is therefore to improve the understanding
and strengthen the knowledge on the horseshoes chaos and active control in nonlinear chemical oscillations modeled by a forced generalized
Rayleigh oscillator with asymmetric potential. The originality of this work is brought by the introduction of impure (xx%) and pure (i)
cubic damping terms to modified Van der pol-Duffing oscillator recently used in the chaotic dynamics of nonlinear chemical oscillations.
The structure of this research paper is arranged as follows: in Section 2, we present the model, equilibrium points and their stabilities. In
Section 3, we derive the Melnikov criterion for homoclinic chaos. Bifurcation structures and routes to chaos are investigated in Section 4. In
Section 5, we apply an active control strategy to suppress or reduce the chaotic behavior in our chemical system. The last section is devoted
to the conclusion of this work.

2. Model, equilibrium points and their stabilities

2.1. Model

The generic model for nonlinear oscillations used in this study is based on the kinetic scheme which given by the following chain of
equations [21,22,28,29]:

A—U,
B+U %00,
D+U k—3> products,
v,
B+U By,
Vv k—6> U’ + products
where, the incoming fluxes of the respective species A, B, and D, and the inverse of the resident time, k| , are controlled externally. It has
been shown that, if one derives the kinetic equations under the assumptions of the law of mass action, steps (1)-(4) may give a bistability and
that steps (4)-(6) may be handled as a feedback on the constraint parameter of the autocatalytic step, inducing oscillations of the studied
type for suitable values of the amplitude feedback parameter, ks [28]. We will assume thereafter that the sink of the product is a first order

reaction. Thus, using the laws of mass action and conservation, we get after some mathematical transformations that the self-oscillations in
some nonlinear chemical systems can be defined as follows:

=1+ pou—kv — A,
L u—v (1)
o1

where u and v designate the concentration of the two intermediate species, A is the constraint parameter because it acts as constant negative
feedback for the system, k is the second constraint parameter on which feedback values depend and 7 is the characteristic evolution time of
the feedback —kv . Several nonlinear phenomena (bifurcations, multistability, chaotic behavior, etc.) appear when reactive chemical species
act with the catalytic surface. To study these complex phenomena, many works [30] suggest to model by nonlinear oscillator equations such
as for example the Van der Pol oscillator which is widely used. By adopting the same approach, we aim to reduce the number of species
needed to control the dynamics of chemical reactions described by Eq. (1). Taking into account Eq. (1) and using the following similar
linear transformation equations made in [4]

xX=V,

y= 2 o+ (k= o) ®
with
x=y, 3)
we obtain after some algebraic manipulations, a generalized Rayleigh oscillator equation:
jc'—u(v—x2+nxx—%n2x2)x+ax+ﬁx3—y:O 4)

where ¥ =

- s

2
k 1 .
n= , V= ,u:3(17—) and o = — [(uo — k) (2up — k) — 1] Since
, THo Ho—k' " 3T(Hg —k)> Mo Mot [. 0.] .
several studies have shown that when the system is subjected to an external excitation, many dynamic behaviors appear, we have taking into
account in this paper an external sinusoidal excitation of the form F cos(t). Thus the new chemical oscillator can be written through Eq.(4)
as follows:

Apo (1o — k)’ T, HolltTpe) —k
e

)'c'f,u(vfx2+nxxf%n2x2>x+(xx+ﬁx3fy:Fcos(a)t) )
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where x, x and X represent respectively the displacement, velocity and acceleration. F' and @ are respectively the amplitude and the frequency
of the parametric and external excitations. For the specific case where y=7n =0, u = —u and if v = 1, Eq.(5) is reduced to the equation of
classical Van der Pol-Duffing oscillator. In addition, it is important to underline that Eq.(5) contains a specific case used in [31]. At present,
we investigate in the following subsection the equilibrium points and their stabilities.

2.2. Equilibrium points and their stabilities
We determine in this subsection the equilibrium points of the autonomous chemical system given by Eq.(4) as well as their stabilities. To

determine the equilibrium state, it is necessary to set the condition x = y = 0 [32]. So, we found as equilibrium state S = (x.,0) where x, the
fixed point verifies the following equation:

X+ pxe+q=0 ©)
o Y .
where p = E andq:fﬁ. The roots of Eq.(6) can be derived as:
—eo_ /A J_9_ /A
xe, = &) —2+ A+& 5~ A %)
_3/_4 5/ 4
Yoy = -3+ VB+ (/-2 -Va ®)
_ g 3_4 3/ 4
v =&/~ L+VE+a (-1 VA ©
< P ~1+jv3 1-jV3

where A = I+E’§l = f
which can be obtained from Eq.(8). However, the autonomous chemical system given by Eq.(4) possesses two equilibrium points when
A =0. For A < 0 Eq.(6) admits three equilibrium points, which can be obtained from (7)-(8).

In order to determine the stability of each equilibrium point, it is necessary to linearize Eq.(4) around equilibrium points. Thus, the Jacobian
matrix around equilibrium points is given by:

L6 = % According to cadran discriminant, when A > 0, there exists one equilibrium point,

0 1
J= (10)
—a—3Bx;  p(v-ax3)
Thus, the characteristic equation associated to the previous matrix is:
P +Y (xe)r +Z(xe) =0 (11)

where ¥ (x,) = u(x2 — v) and Z(x,) = & + 3Bx,. If D is the discriminant of Eq.(11), then we have: D = Y2 (x,) —4Z(x,). Therefore, the

2_
eigenvalues r solution of Eq.(11) are given by

1 1
ria=—3Y(x)+5VD (12)
From Eq.(12), the stability of the equilibrium points can be analyzed not only according to the sign of D but also of the sign ¥ of and Z .
Then we have the following possibilities:

e when D > 0 and Z < 0 Eq.(11) has two real roots with opposite signs, which implies that the equilibrium point is an unstable saddle
point;

e when D <0,Y >0andZ > 0, Eq.(11) has two real roots with negative signs. Thus, the equilibrium point is astable saddle point;

e when D <0andY > 0,then Eq.(11) has a pair of complex conjugate roots with negative real parts, which indicates that the equilibrium
point is a stable node-focus;

e when D < 0andY <0, Eq.(11) has a pair of complex conjugate roots with positive real parts, which means that the equilibrium point
is an unstable node-focus;

e whenY =0and Z > 0, Eq.(11) has a pair of pure imaginary roots which implies the presence of two Hopf bifurcation points with
Xe = E+/Vwithv > 0.

—a
* whenY >0 and Z = 0, it appears in the chemical system governed by Eq.(4), two fold bifurcation points x, = %, / ﬁ for & < 0 and
B >0.

To verify numerically these above results, we consider the case where the autonomous chemical system given by Eq.(4) admits three
equilibrium points. In this consideration, we use the following parameter values: o« = —1, 8 =0.85, y=0.3, v =0.1 and = 0.01. Thus,
the equilibrium points and theirs stabilities are given in Table.1
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Table 1: Stability of the equilibrium points S;, S, and Szobtained in the case where Eq.(4)
admits three different equilibrium points.

Equilbrium points  Eigenvalues Stability
S1(—0.8808,0) r1o = —0.0034£0.0067; Stable
S>(1.2115,0) r1o = —0.0068 £0.0227;  Stable
S1(—0.3308,0) r; = 3.2820e — 0005, Unstable

ry = —1.2682¢ — 0004

3. Horseshoe chaos

3.1. Melnikov criterion for homoclinic chaos

According to several authors, when a nonlinear oscillator is subjected to an external excitation, there appears the transition from regular to
irregular motion [33]. It is noteworthy that the important criterion to observe this passage can be obtained from Melnikov’s theory [34]
which is a powerful analytical tool used in several studies to detect chaotic dynamics and analyze near-homoclinic motion with deterministic
or random perturbation. The unperturbed system of equation (4) can be written as follows:

X=y,
13
{y—ax—ﬁx3+}/ (13)

The asymmetric potential function associated to our system is given by:

1 1
Vix)= Eaxz + ZﬁX4 — ¥x. (14)

The unperturbed system is Hamiltonian, and associated Hamiltonian is:
1o
H(xy) =5y +V(x) (15)

The homoclinic orbits which connect the fixed points of unperturbed system correspond to zero Hamiltonian. Thus, by solving the equation
H(x,y) =0, these orbits are given by the following components [35]:

B V20?2
h=pt B p+gcosh(o7)]’ 16
. V2g63 sinh(oT) (16)
Yh B [pj:qcosh(cm')]2

-3 [—1 -1
where p = % Tﬁ’ q= % (206 + ﬁpz), o= > (2(x + 3ﬁp2), T =1 —tgy and #y is the cross-section time of the Poincaré map
and can be considered as the initial time of the forcing time. We have plotted in Fig.1, the potential (Fig. 1(a)) as well as the homoclinic

orbits (Fig. 1(b)) of the system of Eq.(13). From Fig. 1(a), we notice that the depth of right well increases when 7 increases.

Figure 1: (a)-Potential function V (x) and (b)-homoclinic orbits for three different values of y with oo = —1 and § = 0.85 .

Second, we have assumed that the unperturbed system discussed above is perturbed by nonlinear damping and external excitation forces. We
therefore apply the Melnikov criterion to predict analytically the horseshoes chaos in our chemical system. We put equation (5) in the form:

x=y,
; 3 2 1 22 (a7
y=—ox—fBx’+y+pulv—x +nxy—§n y= | y+ F cos(t)

According to several authors, the Melnikov function is defined by:

M) = [ FConm) Al ), (8)

where the vectors g and f are given respectively by:
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0

1
& u (v — x>+ mxy — gnzyz) y+ Fcos(wt)

nd f < Y 3 ) The Melnikov integral can therefore be written as follows:
ox+pBx’ —vy

00 00 00 ] 00 00
M(ty) = u [v/ yﬁdr—/ X y%dr—n/ X yﬁdr—gnz/ yﬁdt} dH—F/ ypcos(ot)dT. (19)

By setting: I} = ffmy%dr, L= ffmxﬁ y%dr, L= (% x, y%d’c, Iy = ffmy;td, Is = [ ypcos(mt)dt, the Melnikov function becomes:

1
M(to) = [VII —hL-nl- §n214} +FIs. 20)
VA2 -1
For the determination of the integrals /;,/>,I3 and I; we setx =0T, :l:g == and we used the following formulas which are obtained
p
from the standard integral tables [36]:
> sinh?# QM eI (v —2u 4+ D) (u+ 4
/ == ( ”‘;2 NG 2)Q‘V‘,y(l), V2 +1>0 Re(u+1)>0, 1)
0 (l+\/12—1coshx> VE@E-1)"r(v+1)
JuzT. /ar 1 —(v— 1 v—2u+1 301
where fo?u(l) = m (l2 - 1) v ”H)/ZF (%, %;v —u+ E; W) In this expression, I (Z) is the Gamma

function, Qf,l, u (1) is the associated Legendre function of the second king and F(a; b; c; 1) is the hyper-geometric function. So, we obtain for
these first four integrals the following expressions:

5 2_ 2
11:74(7 F 2;1;z;q P
15ﬁ2q2 2 q2
o 465]?2 z‘l.z'qZ_pZ 1609 F ) 'E'qZ_p2 16\/5]70'7 éé 2 q2_p2
TR \T vy g2 31544\ 20 g2 1058383 \2°2°2 &
L5 =0

160! 13 ¢*—p?
14:LF 42, =1L
1155B4¢* 2 q*

Then, we determine the last integral /5 of the Melnikov function using another formula given by:

[ @cosn—! (£
/m cos(@7) b Tsin (6 cosh (q >) o)
A .

p+qcosh(o7) o+/p? —q¢?sinh(2F)

After a few mathematical operations we obtain:

2V2cwnsin(oy) . (o [P
Is = —— oo Sin| — cosh — .
B+/p? —gq?sinh(2F) o q

Inserting the expression of integrals I, I», I3, I4 and I5 into Eq.(20) the Melnikov function can be written as follows:

M(ty) = A+ BF sin(oo), 23)
where
4 5 7 2_ .2 1 9 11 2.2 1 2 7 2.2 1 11 1 2
A= KO (=p)F (21,5222 ) - el 22— L) 6V2Upo §;§;2;q roy _leo 4;2§j§q £
158242 2" 42 315B4¢* 2 q? 10583343 2°2°27 ¢ 1155B4¢* 2

B= 2v2007 sin (9 cosh™! (E))
B\/p* — ¢ sinh(“Z) o a))

If M(1y) = O for some ¢ , then horseshoes exist, and chaos occurs. Using this Melnikov criterion it is found that chaos appears when the
following condition is satisfied:

A
FZFcr:‘E| (24)

Fig.2 shows the variation of the amplitude of the external excitation versus the frequency. It is noteworthy that the area located below the
curve (F., ®) indicates the domain where the forced generalized Rayleigh oscillator has a regular behaviour, and above this curve, the
oscillator has a chaotic behavior. In short, for the fixe value of the frequency, the critical value F,, for the appearance of Smale’s horseshoe
chaos increases with ¢t and v (see Figs.2(b) and 2(c)). In other words, the area where the horseshoes chaos appears decreases when the
parameters u and v increases. However, as 7y increases, this area increases (see Fig. 2(a)).
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Figure 2: Critical amplitude versus the frequency for appearance of the Melnikov chaos showing the effects of : (a)-y ; (b)-n and (c)-u . The basic values are:

o=-1,8=0857y=08 v=0.1,and g =0.01.

3.2. Fractal Basin Boundaries

To test the validity of analytical predictions, several authors suggest numerically studying the regular and irregular shape of the basins of
attraction. Thus, we solve numerically Eq.(5) by using the fourth order Runge-Kutta algorithm and the results obtained are presented in
Figs3-6. Fig.3 shows the influence of the amplitude of the external excitation on the basin of attraction of the generalized Rayleigh oscillator
with asymmetric double well potential. We note that the basin of attraction exhibits a regular form when the amplitude of the external
excitation is chosen in regular domain predicted by Fig.2. However, the basin of attraction is destroyed and the fractal behavior becomes

more and more visible when the value of the amplitude of the external periodic excitation is chosen in chaotic region.

Figure 3: Basins of attraction of a forced generalized Rayleigh oscillator under asymmetric double well potential with the parameters of Fig.4 for (a)

F =0.00003, (b) F =0.07 , (c) F = 0.09 and (d) F = 0.85

We can therefore conclude that the analytical and numerical predictions are in good agreement. We wish to investigate how the basins of
attraction of the chemical system under consideration are affected as the parameters 7, 1 and p vary. From Fig.4 we clearly see that the
chaotic behavior accentuates when ¥ increases. However when the nonlinear damping coefficients 1 and u increase the erosion of the basin

of attraction decreases implying the decreasing of the chaotic behavior (see Figs.5 and 6).

Figure 4: Effect of ¥ on the basin of attraction: (a) y=0, (b) y= 0.4 and (c) Y= 0.6.
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Figure 6: Effect of 1 on the basin of attraction: (a) u = 0.01, (b)  =0.015 and (c) u = 0.02

4. Bifurcation structures and routes to chaos

In this section, we investigate numerically via the fourth order Runge-Kutta integration algorithm, the eventual routes to chaos as well as the
phenomenon of coexistence of attractors as certain parameters evolve. So, the bifurcation diagram and its corresponding lyapunov exponent
versus the amplitude of the external excitation are plotted in Fig.7. The blue and red colors represent the bifurcation diagrams by scanning
the parameter F upwards and downwards respectively. By comparing these two sets of data, we notice that system (5) displays monostability
and bistability phenomena as well as the phenomenon of coexistence of attractors. Therefore the hysteresis phenomenon takes place in the
system. These dynamical behaviors displayed by the bifurcation diagrams of Fig.7 are illustrated in Fig.8.

The effect of u on the bifurcation diagram is examined in Fig.9. We notice that the domain where appears chaos increases where |1 decreases.
Moreover, the system vibrates from period-1 motion to chaos. This transition displays by the system represents a remarkable route to chaos.
By comparing the two sets of data, we also notice that system (5) presents the phenomena of monostability, bistability and coexistence of
attractors.

The influence of initial conditions as y evolves is shown in Fig.10. We notice that system (5) can vibrate from period-3 motion to chaos.
On the other hand, when we compare the three sets of data, we can conclude that system under consideration displays multiple coexisting
attractors’ behaviors. These complex dynamical behaviors are illustrated in Fig.11.

o,
m

=]

(=]

Lyapunov exponent
=
7

AT TR

F

(=)
=1
5]

Figure 7: Bifurcation diagrams and its corresponding Lyapunov exponents versus F with the parameters @ = —1, § =0.85, y=03,v=0.1,0w=1,1=0.2
and u = 0.01 . Blue and red colors represent the bifurcation diagram by scanning F forward and downward respectively. The specific initial conditions are
(0.1,0.1) (blue) and (—0.1,—0.1) (red).
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Figure 8: Phase portraits illustrating monstability, bistability and coexistence of attractors phenomena for several different values of F with the parameters of
Fig.7.
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Figure 9: Bifurcation diagrams and its corresponding Lyapunov exponents versus F with the parameters of Fig.7 for u = 0.001.

5. Active control

5.1. Effects of the control on the horseshoe chaos

As it was shown above, the nonlinear chemical oscillations under consideration in this work present the chaotic states when it is subjected to
an external periodic excitation. Among the proposed control strategies in the literature to suppress or enhance chaos in dynamic systems, we
use here an active control to suppress or reduce this undesirable phenomenon that appears in our system. For this, we analyze the effects of
this control on the Melnikov criterion for the appearance of chaos. The dynamics of the model is now described by the following set of
differential equations:

1
i—pu (v—x2+nxx— gnzxz)x—i— ox+ Bxd —y = Fcos(ot) +d; z (25)

=dpx(l —2z) (26)
where z is the control force,d; and d; represent the control gain parameters. The Melnikov function is now given by:

M(ty) = A+ BF sin(wto) +d I, 27
where Ig = —dp [, yﬁ(zh —1)dt with z;, = 1 — exp(dyx;,). Now, taking into account Eqs.(16) and the expression of z;, , the integral Ig

4drg*o° 2 o2dy\/2(1-¢2
—gr - U6 )

Sl B(pv/1-¢*+q)

e f

[pmiq]4

becomes: Ig = —
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Figure 10: Effect of ¥ on the bifurcation diagram of the system (5) with the parameters of Fig.9 for F = 5.
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Figure 11: Phase portraits showing chaotic and periodic oscillations for several different values of y with the parameters of Fig.10

Since it is difficult to evaluate the integral I analytically, we obtained it numerically. If we set M(7p) = 0 and recalling the previous
calculations, the necessary condition for the appearance of the Melnikov chaos is given by:

_ | (28)

We have plotted in Fig.12 the regions in the space parameters where chaos is suppressed. These regions are II and IV. We have also
investigated in Fig.13, the effects of the control parameters chosen in II and IV regions on the Melnikov threshold curve of the uncontrolled
chemical system under consideration. From this figure, we clearly observe that the chaotic area decreases when the control is applied. In
order to validate the analytical predictions, we have simulated numerically the set of Egs. (25) and (26) to see the effects of the control
parameters on the fractality of the basin of attraction. To this end, the obtained results are presented in Fig.14. We notice that when
the control is applied with the value of the control gain parameters chosen in I and IV regions (for example (d;,d) = (0.85,0.85) and
(d1,d>) = (—0.85,—0.85) ), the fractality disappears. However, in other regions, we clearly see that fractal structure exists. Therefore, we
can confirm that the control is efficient in I and IV regions.
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Figure 13: Effects of the control parameter d; on the Melnikov threshold curve of the uncontrolled chemical system with the parameters of Fig.2 for: (a)
dy =0.85 and (b) dp = —0.85

5.2. Suppression of chaotic oscillations

Our goal in this subsection is to investigate the control gain parameter values leading to a good suppression of chaos in nonautonomous
chemical system given by Eq.(5). To this end, the effects of control gain parameters on bifurcation diagram of the system (5) are shown in
Fig. 15. From this figure, we notice that as the control gain parameter d; increases and takes the value 3.0 with d, = —0.85, the chaotic
oscillations disappear and the system displays periodic oscillations.

6. Conclusions

The analysis performed in this study aims to explore the dynamics and active control in nonlinear chemical oscillations modeled by a forced
generalized Rayleigh oscillator with asymmetric potential. The originality of this work in the chaotic dynamics of nonlinear chemical
system is brought by the presence of the impure and pure cubic damping terms of the type xi2 and x> .The Melnikov criterion is applied
to analytically determine Smale’s horseshoes chaos. The basins of attraction are used to numerically verify the analytically results. The
numerical simulations obtained are in good agreement with the analytical prediction given by the Melnikov technique. The regions in the
control gain parameters space where the Melnikov chaos is suppressed are obtained. The bifurcation structures obtained via the fourth-order
Runge Kutta integration algorithm show that the new nonautonomous chemical oscillator presents a rich variety of dynamical behaviors
and remarkable transitions to chaos. The effects of control gain parameters on the behavior of a forced generalized Rayleigh oscillator
governing the dynamic of nonlinear chemical oscillations are analyzed. It appears that for appropriate values of control gain parameters, the
suppression of chaotic oscillations takes place.
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