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Abstract 
 

Map reduce assumes that the computing capacity is same for each node in a cluster. Each node is assigned to the same load in homoge-

neous environment, hence it fully use the resources in the cluster. In such a cluster, there is likely to be various specifications of PCs or 

servers, which causes the abilities of the nodes to differ. If such a heterogeneous environment still uses the original Hadoop strategy that 

distributes data blocks into each node equally and the load is also evenly distributed to each node, then the overall performance of Ha-

doop may be reduced. The major reason is that different computing capacities between nodes cause the task execution time to differ so 

that the faster executionrate nodes processing local data blocks faster than other slower nodes do.The required data should be transferred 

from another node through the network. Because waiting for the data transmission time increases the task execution time, it causes the 

entire job execution time to become prolonged. 
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1. Introduction 

Map Reduce is an efficient programming tool used mainly in 

cloud computing and large scale data parallel applications. Ha-

doop is an opensource implementation of the Map Reduce [1] [2] 

model. It plays a vital role in data intensive applications including 

data mining and web indexing [3]. The current Hadoop implemen-

tation presumed that nodes in a cluster have equal computing ca-

pacity. The local tasks may increase overhead which in turn re-

duces the performance of Map Reduce [4] [5]. Hence, data place-

ment algorithm is used in this paper to solve the unbalanced node 

workload problem.  

The proposed method can dynamically adapt and balance data 

stored in each node based on the computing capacity of each node 

in a heterogeneous Hadoop cluster. The proposed method reduces 

data transfer time which in turn enhances the Hadoop perfor-

mance. The experimental results show that the dynamic data 

placement policy can decrease the time of execution and improve 

Hadoop [6] performance in a heterogeneous cluster.  

Cloud computing is a type of parallel distributed computing sys-

tem that has become a frequently used computer application. Map 

Reduce is an effective programming model used in cloud compu-

ting and largescale dataparallel applications. Hadoop is an open-

source implementation of the Map Reduce model, and is usually 

used for dataintensive applications such as data mining and web 

indexing [7] [8]. 

Therapid development of the Internet, network service has become 

one of the most frequently used computer applications. Search 

engine, webmail & social network services are currently indispen-

sable data intensive applications, due to increasing usage of web 

services, processing a large amount of data by many people an-

ciently can be a substantial problem. Currently, the method for 

processing a large amount of data involves adopting parallel com-

puting. Since then the Google File System11 and Bitable have 

used Map Reduce to construct a data center that can process at 

least 20 pet bytes a day. The scalability, simplicity, and fault toler-

ance of the Map Reduce model, it is frequently used in parallel 

data processing in large-scale clusters.  

2. Proposed method 

The proposed data placement algorithm is used to resolve the un-

balanced node workload problem. 

 

 
Fig. 2: The Overview of HDFS Read and Write. 
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The proposed technique, can dynamically adapts and balance data 

which is stored in each node mainly depends on the computing 

capacity of each node. The proposed method can reduce data 

transfer time to achieve improved Hadoop performance.  

The experimental results show that, dynamic data placement poli-

cy is used to decrease the time of execution hence it enhances the 

Hadoop performance in a heterogeneous cluster. HDFS is defined 

as clustered file management system that aims to carry numerous 

datasets and provides better throughput and faster access to infor-

mation.  

3. Map reduce 

Map Reduce exhibits several advantages that differ from those of 

traditional parallel computing systems. First, regarding scalability, 

even when new machines are added to a cluster, the system still 

works well without reconstruction or much modification. 

Second, regarding fault tolerance, the MapReduce model can au-

tomatically manage failures and mitigate complexity of fault toler-

ance mechanisms. When a machine fails, MapReduce moves the 

task that was run on the failedmachine to be rerun on another ma-

chine. Third, regarding simplicity, programmers can use the 

MapReduce model without needing to understand thoroughly the 

details of parallel distributed programming. 

 

 

 
Fig. 3: Map Reduce Model. 

 

HDFS Architecture (Read & Write) 

1) Name Node and Data Nodes. 

• An HDFS cluster is made up of a single Name Node.  

• Server is acting as a master managing the file access and 

name space regulations. 

2) The File System Namespace. 

• HDFS supports a file structure.  

• Directories can be created by user or an application. 

• Files are stored inside those directories. 

3) Data Replication. 

• HDFS is programmed to manage last file. 

• It is used to store large clusters of data mines structures 

while ensuring reliability. 

Heterogeneous cluster having the property as the computing ca-

pacity for each node is unequal. Moreover, for different types of 

job, the computing capacity ratio of nodes are also not the same. 

Therefore, a Dynamic Data Placement (DDP) Approach is pre-

sented according to the types of jobs for adjusting the distribution 

of data blocks. The proposed DDP algorithm consists of two phas-

es: the first phase is performed when the input data are written into 

the HDFS, and the second phase is performed when a job is pro-

cessed. 

 
Table 1: Example: Ratio Table 

Content Node A Node B Node C 

Word Count 3 15 1 

Grep 25 15 1 

 

Data Flow Diagram: 

 
Fig. 4: Data Flow Chart – Phase 1. 

 

Algorithm 1– Initial Data Allocation 

Step 1: For each fragment, initialize the counter values equal to 

zero (i.e. set Mij = 0, where i = 1, 2, n and j = 1, 2, m). 

Step 2: Process an access request for the stored fragment.  

Step 3: Increase the corresponding access counter of the accessing 

node by one for the stored fragment and also store the time of 

corresponding access.  
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Step 4: If the accessing node is the current owner, go to Step 2. (i. 

e. Local access, otherwise it is remote access).  

Step 5: If the counter of the remote node is greater than the 

threshold value (t) and all last “t+1” accesses are made in a speci-

fied time (T) then reset corresponding fragment’s counter to zero 

for all the node and transfer the fragment to the node who’s coun-

ter value was greater than threshold value (t). Step 6: Go to step 2. 

Data Flow Chart – Phase 2 

 

 
Fig. 5: Data Flow Chart – Phase 2. 

4. Experimental results 

Machine Specification  VM Amount 

Hadoop Ver-

sion 

HP G6 

Server 

16 CPU, 20GB 
Memory 500 GB 

HDD 

3 
1 master  

2 slaves 

Virtual ma-
chine Man-

agement 

HP G6 

Servers 

16 CPU, 
20GB Memory 

500GB HDD 

2 2 Slaves 

Hadoop Ver-
sion 

Hadoop – 0.20.205.0  
(stable Version) 

Virtual ma-

chine man-
agement 

Oracle Virtual  

5. Results 

Table 2: Node Specification 

Node CPU Memory Disk 

Node A 2 2 GB 50 GB 

Node B 4 4 GB 50 GB 
Node C 2 2 GB 50 GB 

Node D 1 1 GB 50 GB 

Node E 1 1 GB 50 GB 

6. Conclusion 

The Map Reduce data placement approach is assumed to be ap-

plied in a homogeneous environment. In a homogeneous cluster, 

the Map Reduce approach makes use of full resources of each 

node. But, a heterogeneous environment can produce load imbal-

ance hence, it creates the necessity to spend additional overhead. 

The proposed method considered different computing capacities 

of nodes to allocate data blocks, hence improves data locality and 

reduces the additional overhead. Finally in the experiment, for two 

types of applications, Word Count and Grep, the execution time of 

the DDP compared with the Hadoop default policy was improved. 

Regarding WordCount, the DDP can improve by up to 24.7%, 

with an average improvement of 14.5%. Regarding Grep, the DDP 

can improve by up to 32.1%, with an average improvement of 

23.5%.  
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