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Abstract 
 

To communicate without any muscle movement and purely based on brain signal has been the goal of Brain computer interfacing (BCI). 

Recent BCI based studies reported more and more accurate detection of brain states. This paper proposes a study that detects EEG signal 

belonging todifferent imaginary motor activities (Right leg, right hand, left leg and left hand). The Electroencephalogram (EEG) signal 

has been conditioned by band pass filter (BPF) to improve signal to noise ratio (SNR). The proposed method is based on similarity be-

tween signals to extract features. For measuring the similarity between signals, Cross correlation (CC) is used. An ensemble set of five 

classifiers (Linear Discriminant Analysis (LDA), K-Nearest Neighbors (KNN), Support Vector Machine (SVM), Naïve Bayes (NB) and 

Binary Decision Tree) was used collectively.  As the similarity measurement was binary in nature, one versus rest (OVR) approach was 

used for multi class classification. Random subset of features was used to train the ensemble of classifiers. The classification label was 

obtained by using majority voting. An average accuracy of 89.57% was observed among all 10 subjects. 
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1. Introduction 

Motor imagery (MI) or imagery motor activity is a type of mental 

task used in the brain computer interfacing (BCI) system where in 

EEG activity will be different for activities before and during the 

imagery movement[1]. It is one of the major fundamentals of-

mental tasks, which is based on the fact that the imagination of the 

movement of any of the body part has similar variations of the 

sensorimotor rhythms of the brain than the movement comprehen-

sion itself. This phenomenon iscalled as event-related synchroni-

zation (ERS) and event-related desynchronization (ERD). In gen-

eral, this kind of task is attained only from two electrodes situated 

over the brain motor cortex area, named as C3 and C4. BCI re-

search based on motor imagery activities mainly focuses on the 

discrimination of given imaginary tasks. (Example: movements of 

either left hand, right hand, any finger and/or foot). Researchers 

are continuously developing algorithms to improve the perfor-

mance of classification. Classifiers such as artificial neural net-

work (ANN),  K nearest neighbor (KNN), Linear discriminant 

analysis (LDA) and Support vector machine (SVM)have already  

achieved superior performance [1]–[3]. Feature extraction tech-

nique which is used inclassifying motor imagery also plays major 

role inimproving the accuracy [1]–[5]. A combination of superior 

features with a pertinent classification scheme can enhance the 

performance.Researchers are able to successfully decode the ges-

tures of tongue imagery, foot, left and right hands [6] into com-

mands to control the movement of a humanoid [7], mobile robots 

[8,9] and wheelchairs [10,11] for persons with disability. Electro-

encephalography (EEG) is the most regularly used technique by 

the BCIresearch community to measure the brain activity as it is 

non-invasive, ease of accessibility, easy-to-use, good quality tem-

poral resolution and portable.[12, 13]. Any BCI technology main-

ly consists of three stages: i) pre-processing of signals ii) extract-

ingthe features and finally iii) classification[14].For any BCI de-

vice, the prior condition for getting superior performance is based 

on recognition rate obtained from extracted features of the classi-

fiers.EEG is a complex signal with non Gaussian and non station-

ary properties [12]. It entails the use of various method like fre-

quency, time, time-frequency anddiverse algorithms for pro-

cessing of non linear signals using wavelet transforms [15], esti-

mation of band powers [16] hjorth parameters [17], adaptive auto-

regressive parameters [18], and approximate entropy [19], to ex-

tort significant features from the original raw data. These fea-

turesare input to the classifiers, which will produce an output sig-

nalthat corresponds to the brain states.Generally, classifiers like 

SVM, nave Bayesian (NB), LDA, kNN [20] and neural networks 

(NN) are the popular for two class classifications as they are good 

in yielding high-quality recognition accuracy, but their perfor-

mancefor multi-class classification is not adequate. In order to get 

improved results using multiclass classification, many techniques 

are used. Few of them areone-against-one (OAO), one-against-all 

(OAA), and error correction code (ECC) [21]. These techniques 

when combined with above mentioned classifiers are able to pro-

duce better results.In spite of many efforts in the search of good 

number of passable methods like OAO, OAA and ECC combined 

with many different classifiers, it is still not viable to come to a 

conclusion that any of the algorithm or combination of various 

algorithms is better for the given type of biological data, as the 

accomplished conclusions are limited to only one dataset or few 

data sets. However, for a BCI system that is real in nature, there is 

notaconsent about an algorithm that coalescesless processing cost, 

high performance and robustness with dominance over the oth-

ers.Generally, in a multi-class problem due to increase in the 

number of classes, the number of training sets (of high dimension-
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ality) turns out to be relatively smaller. The classifiers trained on 

small number of training sets turn out to be biased and has huge 

difference due to inadequateassessment of related parame-

ters.Hence this type of classifiers is termed as ‘weak’ classifiers. 

Many such ‘weak’ classifiers are combined by Ensemble classifier 

to furnish the result [22]. Boosting [23], Bagging [24] and Ran-

dom Subspaces [25] are few of the frequently used ensemble 

schemes.Ensembles methods are nothing but grouping of individ-

ual classifiers that carry out the same task with the goal of engen-

dering a better model. As affirmed in [26] and [27], fusion of the 

classifiers has shown potential results when they are applied to 

BCI data. Additionally, they are capable enough in providing 

apromising solution to the “curse of dimensionality” and at the 

same time they are dynamic in nature to the variance of EEG data 

in the time domain as well asfor inter-subject (dataset), because of 

this reason only they have become more attractive for BCI system 

applications.There are two reasons behind how ensemble methods 

are being useful/suitable for EEG classification. 1. Since the pri-

mary pre-requisite for any BCI system is training the classifier at 

the earliest or as early as possible, to fulfill this requirement, train-

ing sets must be small. High dimensionality of EEG signal is an 

additional benefit in this aspect. 2. In case of time varying signal 

like EEG, it is not at all advisable to use a classifier which isjust 

trained once to recognize the class with the help of unknown fea-

tures [22].Ensemble studies are not popular in BCI research de-

spite the above mentioned advantages and only very few studies 

exists on this.In general, an ensemble of classifiers can be defined 

as“a group of classifiers that mingles in some way their individual 

results in order to classify new instances” [28]. In order to create a 

strong ensemble model, there are two factors of critical im-

portance: the diversity and accuracy of the ensemble components 

[29]. A classifier is accurate if it’s performance over the random 

guessing and the miscellany is assured if the components of the 

ensemble produce different outcomes to all the new instances. 

According to the literature, there are three main categories of clas-

sifier fusion procedures [30], based on three aspects of the ensem-

ble modeling. The first aspect is related to combination of classifi-

ers and their type, being separated into classifier assortment or 

classifier fusion. In classifier assortment, every section is trained 

in portions of the feature space, the objective being an expert in 

the models of that easy task. Whereas in caseof classifier fusion, 

everymodule in the ensemble is trained on the complete feature 

space. Second aspect engrosses the decision whether the ensemble 

from fusion method can be trained or not,depending on the inevi-

tability of extra training for the ensemble fusion subsequent to 

training every classifier. Statistics such as maximum, minimum, 

mean, median, or product are used as non-trainable methods for 

fusion operator. In case, if it is trainable, the combination rules are 

applied by the algorithms as stacked simplification or weighted 

average, which establishes the parameters during an extra learning 

progression. Third aspect,after taking into count how the occur-

rences cooperate with the conformation of the ensemble, separates 

ensembles as either static or dynamic. The ones that make use of 

the full set of classifiers for every instanceare static ensembles. 

The dynamic ensembles are converse; they dynamically select 

classifiers for each instance. 

2. Experiment 

2.1.Data Collection 

The EEG data was collectedwith 24-channeld EEG appa-

ratusmanufactured by NCC medical corp., China. The 24 EEG 

channels were prearranged in 10-20 system in the region of the 

scalp. The EEG signals were amplified and sampled at 128 Hz. A 

notch filter at 50 Hz was applied for line noise removal. The orig-

inal data was piled up in system native in .NED format which 

were latertransformed to a .txt file for more processing using 

software supplied by the NCC manufacturer. 

2.2. Experimental Setup 

The subject is seated in a comfortable chair wearing an EEG cap 

as shown in the figure 1. We have total ten subjects; normal 

healthy young adults (mean age 21 years). The subject is shown a 

stimuli on the LCD monitor placed approx. 2 feet in front of 

him/her. The stimulus consists of images of hands and legs which 

appear in four boxes. The imagesof hands will appear in top row 

of boxes and images of legs willappear in the bottom row of the 

boxes. 

 

 

 

 

 

 

 

 

 
 

 

Only one image will appear at a time. When an image of hand 

appear in the left box (Top row), the subject has to imagine the 

movement of left and when an image of leg appears on the left 

box (Bottom row), the subject has to imagine the movement of left 

leg. The subject has to imagine movement of hand and leg of right 

side when stimuli appear on the right side of boxes. The figure.2 

shows the stimuli shown to the subjects. 

 

Fig.2: Stimulus 

 

Each of this imagery activity is called a trial and there are total 50 

trials for each of the hand and leg movement making total of 200 

trials. Each trial is of the duration of 3 seconds followedby means 

of 3 seconds of rest or relaxation period. The experiment was de-

signedusingPsychtoolbox in Matlab. Consequent data processing 

was done using Matlab used for all. 

3. Methodology 

The process of identifying which imagery motor activity the EEG 

signal belongs to can be separated into three parts; pre-processing, 

feature extraction and classification. The raw EEG signals are 

filtered and segmented by their respective mental motor activity in 

the pre-processing part. The feature extraction part calculates the 

different parameters of the signal through which the signals are 

classified into the mental motor activities in the classification part. 

To get better estimation of accuracy of the classification model, 

K-Fold cross validation technique is employed in this study. 

3.1. Pre-processing 

Band pass Butterworth filter in the frequency range 8-30 Hz is 

used to filter the acquired 24-channel data. The EEG signals con-

taining imagerymotor signals are in α and β bands which ranged 

 
 

Fig.1: Experimental Setup 
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𝑅𝑥𝑦[𝑚] =  ∑ 𝑥[𝑘]𝑦[𝑘 − 𝑚];  

𝑁−|𝑚|−1

𝑘=0

 

𝑤ℎ𝑒𝑟𝑒 𝑚 =  −(𝑁 − 1), −(𝑁 − 2), … 0,1,2 … (𝑁 − 2), (𝑁 − 1)    (1) 
 

from 8-12 Hz and 12-28Hz respectively. A moving average filter 

is also used to reduce the artifacts effects like eye movement/ 

blinks and movements of muscles. The EEG data is segmented 

based on the imagery motor activity based on the timestamps 

measured during data collection.  

3.2. Feature extraction 

The earlier studies reported that while EEG signals from diverse 

places from the scalp does not contain same amount of infor-

mation, there are interrelated and in coherence with each oth-

er[31,32]. So, the EEG signals collected while performing same 

types of activity will have more similarity then the signals pro-

duced fromdifferent motor imagery activities. This difference in 

similarity can be detected and used to differentiate EEG signals 

belongs to different motor activities.  The cross-correlation can be 

employed as a method of similarity measure among signals using 

the formula 

Rxy [m] is the cross-correlated sequence at m lag. If each of the 

signals, x and y, consists of M finite number of samples, the re-

sultant cross-correlation sequence has 2M-1 samples.  The fea-

tures can be extracted from the result signal. To calculate the fea-

tures, it was decided to use statistical features through which it can 

be found whether the two cross-correlated signals are similar or 

not.  The five numbers summery was reported to be providing 

better estimation of the data distribution. The parameters proposed 

in five number summery are first quartile (Q1), smallest (Mini-

mum) observation, median (Q2), 3rd quartile, and the largest 

(Maximum) observation. In addition to these features we also 

included five more features which are Mean, Standard Deviation, 

Mode, Inter-quartile range and RMS value making it total ten 

features per signal. 

 

3.3. Classification 

The features used to classify imagery motor activity are based on 

similarity between two signals and hence this method of feature 

extraction is binary in nature. In order to classify between four 

types of imagery motor activity, ‘one verses rest’ approach is used 

which reduces the multiclass classification into sets of binary class 

classifications. The final classification label will be based on re-

sults of all the classifiers. This study focus on ensemble of classi-

fier trained on randomly selected subset of features. The final 

classification label will be based on majority voting and one vers-

es rest voting. To calculate cross-correlation signal, a reference 

signal is required, to determine the reference signal, a median 

signal of all the trial is calculated for all the channels, generating 

twenty-four signals to be used as reference for the particular chan-

nels. The reference signals are calculated for all the four types of 

imagery motor activities. As we compute cross-correlated signals 

for each channel, ten features are generated for each channel, mak-

ing it total 240 features for each trial. These features are reshaped 

into a signal array and a subset of it will be selected randomly to 

train classifiers. An ensemble of 100 classifiers of each of these 

five classifiers, LDA, SVM, KNN,Binary Decision Tree and 

NBwere trained. These total 500 classifiers were trained for each 

of the four motor imagery activities. To decide the accuracy of the 

trained classifier model, a set of trial data which was kept sepa-

rately for the testing purpose was used. As per one verses rest 

model, the trial data has to be processes into four parallel streams, 

each stream will have features calculated by cross-correlated using 

reference belonging to the respective motor imagery activity.  In 

each of the stream, the calculated features are classifies using 500 

trained classifiers and final classification label is calculated using 

majority voting. The final class labelwill be based on ‘one verses 

rest’ approach.  

4. Results 

K-Fold cross validation was used to determine the classification 

accuracy of the classifier model with K = 10. The 3 depicts the 

 

 

Fig. 3: EEG Data Training and Testing Process 
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classification accuracies for ten subjects are depicted in the figure 

4.  The performance of the system was observed to be consistent  

overthe several subjects. The classification accuracies were also 

calculated for each of the classifiers separately as well. The indi-

vidual performance of LDA was observed to be best at 85.84 ± 

2.43 while NB performed the least with average classification 

accuracy of 81.09± 1.64. However, the combined results from all 

five sets of ensemble classifiers were observed to be higher with 

the average classification accuracy was 89.57± 2.20%.The confu

sion matrix can be used for better estimation and analysis of the 

classification performance of the model. The finer details of the 

classification results such as correct classifications and misclassi-

fications as well as which classes they are misclassified as can be 

observed from the confusion matrix. Table 1 depicts the classifica-

tion performance of one of the subject. In the confusion matrix, 

the actual class will be represented in rows while the classified 

class will be represented in columns. For example, in table 1, the 

second row of the column titled “No Activity” depicts that the 

data belongs to Left Hand activity has been classified as No Activ-

ity for total 4 times by classification algorithm.  

 
Table 1: Confusion Matrix 

 

No Ac-

tivity 

Left 

Hand 

Right 

Hand 

Left 

Leg 

Right 

Leg 

To-

tal 

No Ac-

tivity 
0 0 0 0 0 0 

Left 
Hand 

4 45 0 0 1 50 

Right 

Hand 
6 2 42 0 0 50 

Left Leg 5 0 1 44 0 50 

Right 
Leg 

4 1 0 0 45 50 

 

While manymisclassifications can be seen from the confusion 

matrix, majority of them falls into the category of “No Activity”. 

This is due to the tie breaker rule which classifies the trial as be-

longing to “No Activity” whenever there is tie between two clas-

ses. The authors believed that not identifying the activity is better 

than incorrect identification which is the main reason behind the 

tie-breaker rule. 

 

 
Fig. 4: Classification Accuracies 

 

The Figure 5 depicts the comparison of classification accuracies 

from some of the recent studies [33 - 35]. 

 

Fig. 5: Comparison of Classification Accuracies 

5. Conclusion 

The ensemble classifier based on five classifiers with total 500 

classifiers was implemented in this study. The multiple types of 

classifiers performed at an average classification accuracy of 

89.57 %. The comparison with recent studies demonstrates that 

the model performs at least as well as the other multiclass classifi-

cation models.  The observations from confusion matrix show that 

multiple classifications in the category of “No activity” which is 

most likely as a result of tie between two classes. The future scope 

can be to implement feature selection or boosting methods to im-

prove classification accuracies. 
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