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Abstract 

 
Machine learning enables computers to help humans in analysing knowledge from large, complex data sets. One of the complex data is 

genetics and genomic data which needs to analyse various set of functions automatically by the computers. Hope this machine learning 

methods can provide more useful for making these data for further usage like gene prediction, gene expression, gene ontology, gene find-

ing, gene editing and etc. The purpose of this study is to explore some machine learning applications and algorithms to genetic and ge-

nomic data. At the end of this study we conclude the following topics classifications of machine learning problems: supervised, unsuper-

vised and semi supervised, which type of method is suitable for various problems in genomics, applications of machine learning and 

future views of machine learning in genomics. 
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1. Introduction 

Machine learning is one of an application of artificial intelligence 

that make systems should have the ability to learn automatically 

and improve from experience without being explicitly pro-

grammed. Machine learning focuses on the development of com-

puter programs that can access data and use it learn for themselves 

[1]. For example in figure.1 consider a data set D, with task T and 

Performance measure M, a system is intention to learn from D to 

perform the task T if after learning the system’s performance on T 

improves as measured by M. 

 

Learning system model 

 

 
 

Training and testing set 

 

• Training is the process of making the system able to 

learn. 

• Training set and testing set come from the same distri-

bution 

• Need to make some assumptions or bias 

 
 

In genomics, machine learning can be used to learn how to ex-

tracting the location and structure of various genes, to identify 

regulatory elements, to identifying non- coding RNA genes, to 

predicting gene function, to predicting RNA secondary structure. 

Here we use machine learning methods can used to make comput-

ers to learn from this scenario for analysing the locations of tran-

scription start sites (TSSs) in a genomic sequence [2]. It has three 

process stages [11]. 

 

1. First develop a machine learning algorithm that will 

leads to successful learning. 

 

2. In that algorithm, we provide a large collection of TSS 

sequences as well as optionally a list of sequences that 

are known not to be TSS, when annotating that identi-

fies whether a sequence is TSS or not is known as the 

label. By using the algorithm it process these labelled 

sequences and stores a model. 

 

3. Unlabelled sequences are collectively given as the input 

to an algorithm again and it uses the model to predict la-

bels for each sequence. If the learning was successful, 
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then all or most of the predicted labels will be correct, if 

the labels associated with test set examples are known. 

i.e if these the learning system then the performance of 

the machine learning algorithm can be assessed immedi-

ately. 

 

Example of a machine learning application with DNA 

sequence 

 
In Figure.2 shows  DNA sequences training set is provided as 

input to learning procedures, along with labels indicating whether 

each sequence is centred on a TSS or not. A model can be pro-

duced by machine learning algorithm which can then be subse-

quently used with a prediction algorithm to assign predicted labels 

to unlabeled test sequences. 

 

 
Fig. 2: Machine Learning 

 

1.1 Application of Machine learning in genomics and 

genetics: 
 

To annotate a huge variety of genome sequencing elements we can 

use machine learning methods. Generally if we can compile a list 

of sequence elements of a given type, then we can probably train a 

machine learning method to recognize those elements, then mod-

els can be combined along with logic about their relative loca-

tions. Many application areas that are related to machine learning 

such as gene sequence, gene expression, protein structure, gene 

regulatory networks, microarrays. Before trying to solve the prob-

lems in the above area of genomics we use machine learning algo-

rithm to train the system to classify the gene data and create a 

model. Some modern techniques to handle the gene data can be 

used. There are so many machine learning algorithms can be used 

for identification, prediction, selection, recognization, and also in 

classification of DNA sequences. For the identification of gene in 

DNA sequence the neural network based multiclassifier can be 

used. Gene expression can be identified by promoters. To predict-

ing the location of the promoter promoter neural network has been 

used. For predicting the promoters in the genes and evaluating the 

performance of the gene the artificial neural network classifier has 

been used. In a genome research, the vital part is to learning to   

DNA sequences pattern recognization. Machine learning can take 

as input data generated by other genomic assays, such as microar-

ray or RNA – Sequence expression data, transcription factor, bind-

ing chip - sequence data, etc. Another example of genome data is 

gene expression data can be used to learn to distinguish between 

different disease phenotypes and in the process, to identify poten-

tially valuable disease biomarkers. We can also use machine learn-

ing to assign annotations to genes these kind of annotations max-

imum taken from the gene ontology assignment terms[3]. 

 

Gene expression can predicted by various machine learning meth-

od (promoters) from huge variety of gene data set. To predict the 

expression of a gene based solely on the DNA sequence [4]. These 

are some techniques are available to generate jointly model of the 

expression of all genes in a cell by training a network model can 

do this kind of genomics data.[5] maximum number of problems 

in genomic research can be solved by various techniques drawn 

from field of statistics. 

 

1.2 Scope of this study 

 
In this paper we mainly discuss the following topics such as major 

classification of machine learning problems, which type of method 

should be used for genomics, applications of machine learning 

methods with feature selection, handling missing data, future of 

machine learning in genomics. 

2.  

3. Classification of Machine Learning  

Problems 
 

a) Supervised Learning 

 

Supervised learning algorithms can apply what has been learned in 

the past to new data using labelled examples to predict future 

events starting from analysis of a known training dataset that 

learning algorithms produces an inferred function to make predic-

tions about the output values. The system is able to provide targets 

for any new input after sufficient training. The learning algorithm 

can also compare its output with correct, intended output and find 

errors in order to modify the model accordingly. In Figure.3 shows 

the supervised learning architecture. 

 

 
Figure.3: Supervised Machine learning structure 

 

Low E-out or maximize probabilistic terms 

 

 
Consider an example for finding genes here algorithm is to 

predict the locations and detailed intron/exon structure of all 

the protein – coding genes on the chromosomes. For gene 

finding requires input a training set of labelled DNA sequenc-

es by supervised learning. Where the labels specify the loca-

tions of the start and end of the gene (TSS and not TSS). After 
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that model the training data can be used to learn general prop-

erties of genes for example what DNA sequence pattern, the 

trained model the use these learned properties to identify novel 

genes that resemble the genes in the training set.   

 
Fig.4: A gene finding model-Simplified 

 

In figure.4 shows a gene finding model it captures the protein-

coding gene basic properties.DNA sequence of a chromosome 

or a portion thereof can taken as model based on that it produces 

as output of  detailed gene annotations.  

 

b) Unsupervised Learning 

 

In unsupervised algorithms from unlabelled data to describe a 

hidden structure. When the system is trying to figure out the 

output its does not provide the right output, but it explores the 

data and can inferences can be drawn from data sets to describe 

the hidden structures from unlabelled data. In this method the 

user only have input data(X) and there is no labels. The data 

given for learning model has to be analysed more. Unsupervised 

algorithm can use these methods Clustering, Probability distri-

bution estimation, Finding association (in features),Dimension 

reduction for creating labels from the given inputs. 

 
 

Fig.5:  Unsupervised Machine learning structure 

 

Unsupervised learning algorithms example says k-  means for 

clustering problems, Apriori algorithm for association rule learn-

ing problems. Instead of imposing a pre- determined set of labels 

on the data, can allow computer system to predict what types of 

labels are possible that can of prediction must be determined un-

supervised rather than supervised learning. This type of approach, 

the machine algorithm takes only unlabelled data and the desired 

number of different labels to assign. [6, 7, 8].Now the machine 

learning algorithm then automatically separates the genome into 

segments and assigns a label to each and every segment, by as-

signing the same label to segments can provide the similar group 

of data. The main advantage of this unsupervised approach is 

providing the ability to train when labelled examples are unavaila-

ble and the ability to identify novel types of genomic elements.   

c) Semi-supervised learning  

 

It is a combination of both supervised and unsupervised learning 

[22].  In supervised learning, a collection of data points received 

by machine learning algorithm, everything with an associated 

label, but in unsupervised learning no labels can be received for an 

algorithm. In semi – supervised  learning does not require any 

labels but some cases it accepts labels for predicting the features 

labels.   

 

 
 

Using a semi-supervised approach, gene findings are maximum 

trained in genomics data where collection of input annotated genes 

plus a complete (unlabeled) genome sequence. The learning pro-

cedure starts by creating an initial gene finding model based solely 

on the labelled subset of the input training data. The constructed 

model can then been used to scan the genome, now we get some 

tentative labels that are assigned throughout the genome. By using 

utilizing the tentative labels we can improve the learned model 

which has modelled already. These kinds of procedures are iterat-

ed until no new genes are found. We can say that compare with 

supervised learning method semi supervised is better because the 

model is able to learn more from the large collection of gene data, 

all genes in the genome, rather than only the subset of genes that 

have been identified with high confidence and more of iteration 

can lead to perfect learned model for further analysis.  

 

Which type of method can use to solve genomic data? 

 

So far we have seen about various approaches to solve machine 

learning in genomics data, if we want to solve a new machine 

learning task, the first question is often whether to use a super-

vised, unsupervised or semi-supervised approach. In that moment 

we conclude to this question is obvious. Based on the label availa-

bility we can choose appropriate machine learning approach. For 

supervised we have proper labels then only we properly learn the 

model and one more notified thing is that always not to choose 

blindly that having labels then go with supervised learning its not 

a good idea. In this approach planning to train an algorithm to 

work with training set that should generated differently from the 

testing data to which the trained model will eventually be applied. 

In a gene finder using a training set of human genes will not prob-

ably work at finding all genes. In supervised learning should be 

applicable only in the case where training as well as test data both 

are expected to generate similar statistical properties. If your ge-

nomic data is likely to be large in size that we could not find our 

labels for training sets to model that time need of clustering algo-

rithms for grouping similar data to find the gene there we can 

choose unsupervised learning approach. 

4. Future of machine learning in genomics  

1. As genomic data relatively large in size so machine learning 

approaches can make that to be easily analyse and make the things 

as simplified. 

 

2. Gene sequencing can be very easy to analyse only by using 

machine learning methods. The sequence of the various genes 

must have labels so using supervised learning algorithms easily 
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gets the sequence accurately, Deep Genomics maximum the ma-

chine learning algorithms are used to for gene sequencing.   

 

3.Gene Editing one of the main research area in the next genera-

tion for analysing the genes and finding the exact matches in 

genes and changes the gene sequence according to the way its 

need to targeted. Especially gene editing with machine learning 

can reduce the time, cost and effort needed to identify the targeted 

sequence. 

 

4. Pharmacogenomics field provides more advantage for initiat-

ing the personalized medicine that is the drug which is given to the 

patient for a particular disease that should adapt to the genetic 

makeup of the individual patient. Identifying the dose of drug 

machine learning can achieve a mass challenge in future. 

 

5. New Born genetic screening tools can make use of machine 

learning approaches in identifying the metabolism defects. 

5. Conclusion 
 

This study paper is about machine learning methods and where we 

can use these approaches in problems of genomics. Mainly discuss 

the following topics such as major classification of machine learn-

ing problems, which type of method should be used for genomics, 

applications of machine learning and future of machine learning in 

genomics. 
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