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Abstract 
 

Convolution is having extensive area of application in Digital Signal Processing. Convolution supports to evaluate the output of a system 

with arbitrary input, with information of impulse response of the system.  Linear systems features are totally stated by the systems im-

pulse response, as ruled by the mathematics of convolution. Primary necessity of any application to work fast is that rise in the speed of 

their basic building block. Multiplier, adder is said to be the important building blocks in the process of convolution. As these blocks 

consumes plentiful time to obtain the response of the system.  Several methods are designed to progress the speed of the Multiplier and 

adder, among all GDI (Gate Diffusion Input) is under emphasis because of faster working and low power consumption. In this paper GDI 

based convolution is implemented using Vedic multiplier and adder in T-SPICE Software which increases the speed and consumes less 

power compared to CMOS technology. 
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1. Introduction 

Now a day there is a rapid growth of portable electronic devices 

and has a high demand of speed and need low power consumption 

has become a challenge to researchers. In many of the building 

blocks of dsp applications convolution is the important block. If 

we reduce the size, power consumption and increase the speed of 

the convolution block, it improves the characteristics of the whole 

circuit. So, in this paper we are going to implement the convolu-

tion block using Vedic multiplier and GDI technique which satis-

fies the above criteria. Convolution block is used in many applica-

tions like in probability, computer vision, Fourier transforms, 

signal and image processing, statistics, natural language pro-

cessing etc. 

Because of using in these many applications, it improves the char-

acteristics of many electronic devices. However, it is Some tough 

for the new candidate to accomplish convolution. As convolution 

technique is so long and consumes more time. So numerous pro-

cedures are projected for execute Discrete Convolution, one of a 

hard method is a Graphical method, it is quite systematic and so-

phisticated but, it is very extensive and time consuming. The 

foremost module for execute Convolution is Multiplier and. For 

performing linear convolution Pierre and John have executed the 

fast method. This technique is very Simple and Easy, it is like to 

accomplish simple multiplication of Decimal numbers [2]. And 

because of this technique is actual little time. it is possible to cal-

culate Convolution of long sequences is very easily. Also, a GDI 

technique is used for execution of convolution. As Adder is also 

an important block for the proposed method, so all the probable 

adders are deliberated and synthesized using GDI technique. The 

Area of all adders and Delay is associated. Among all Adders 

which having less area occupy and highest speed is used for exe-

cution convolution. For the conventional multiplication, multipli-

ers with Traditional shifts and add technique is used.   This tech-

nique is difficult for VLSI operation and its Delay is huge. Vedic 

mathematics provides the unique solution for Multiplication. Ve-

dic Multiplier based on Urdhava Tiryagbhyam sutra (Vertically 

and Crosswise) is used to implement Convolution.  

Here the Vedic multiplier is designed using GDI technique for the 

implementation of convolution which reduces transistor count, 

consumes less power, and increases the speed of the convolution 

process. This technique is chosen because it is more advantage 

compared to other logic styles implementation like CMOS logic, 

Transmission gates and pass transistors logic. Pass transistor logic 

is a most used logic to overcome the designing issues of the cir-

cuits. GDI technique also improves the problem of CMOS and 

PTL logics that is voltage drop across N-channel. Thus, reducing 

in voltage drop is very important for low power devices. So here 

we are going to design convolution using Vedic multiplier and 

GDI. 

2. Convolution  

Convolution is one of the main part in Digital Signal Processing 

which is used to a large extent. One of the most efficient way to 

perform convolution is by performing multiplication in frequency 

domain. Generally, convolution is a process used to calculate the 

output response of a LTI (Linear Time Invariant) systems as these 

systems are independent from time we can calculate the output 

directly. Basically, there are two types of convolution. They are 
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Linear convolution and Circular convolution. Linear convolution 

is a basic operation performed to calculate the output of any LTI 

system with predefined input and impulse response. Circular con-

volution is similar, but the signal will be periodic. In this paper we 

are going to implement linear convolution using Vedic Multiplier 

and GDI. Mathematically, we can acquire third signal based on 

two input signals. It helps to determine the systems output based 

on given arbitrary input. Features of the linear system are fully 

specified by the impulse response of the system, as constrained by 

mathematics of convolution. In Convolution operation we have 

two input functions which generates an output function (similar to 

multiplication and summation of two functions). The Convolution 

of two Discrete input sequences is given by [1] 

 

( ) ( )* ( )s n f n g n                                         (1) 

    

( ) ( )( )
k

s n f k n k




                                                       (2) 

2.1. Properties of a convolution                                                    

Convolution can be performed for any two functions with same 

variable, also for other purposes apart from knowing the output of 

the system for a given input sequence. 

2.1.1. Convolution theorem  

This is the main property. The Fourier transform of the convolu-

tion sequence will be same as the product of Fourier transforms of 

individual function.                                           

                                       F{f∗g} = F{f}F{g} 

2.1.2. Commutative 

Exchange of functions is possible       f∗g=g∗f 

 

2.1.3. Associative 

Convolution can be done in any order if there are multiple se-

quences                           f∗(g∗h)=(f∗g)∗h 

2.1.4. Distributive 

Sum of Convolution = Convolution of  a sum 

                                        f∗(g+h)=f∗g+g∗h 

2.1.5. Scaling 

Though, we multiply a constant at any stage of convolution, we 

will get the same result. α(f∗g)=(αf)∗g=g∗(αf) 

2.1.6. Identity 

The impulse function(delta) is multiplying the sequence with 

1which returns the original function itself as output.                                                         

f∗δ=f 

2.1.7. Integration 

Integral of convolution sequence = product of integrals of individ-

ual function       ∫(f∗g)(t)dt=(∫f(t)dt)(∫g(t)dt) 

2.1.8. Differentiation 

Derivative of Convolution Sequence Product of derivative of any 

function with other df∗gdt=dfdt∗g=f∗ghdt 

 

EXAMPLE 
 

Let us assume two sequences f(n)={2,3,4,5} and 

g(n)={1,2,3,4}.The process of convolution takes place in the fol-

lowing method. 

 

 f(n)         2     3     4     5 

 g(n)         1     2     3     4 

                 

                                2      3     4     5 

                                        4      6     8    10 

                                                6     9    12    15 

                                                       8    12     16     20 

       

                2      7     16     30    34     31    20  

 
Fig 2.1: Convolution Process 

Suppose if the binary input sequence is considered the con-

volution can be performed similar to above methodology. In this 

paper convolution for two 4-bit binary sequences 1111 and 1111 

respectively is performed using GDI based Vedic multiplier. After 

performing  multiplication the outputs will be given to  GDI based 

4 bit adder for addition and the final output sequence is 11100001 

(MSB to LSB). 

 

3. GDI (Gate Diffusion Input) 
 

To improve the performance of   the circuits many CMOS tech-

nologies has been implemented. Pass transistor logic is the most 

popular logic among them. This implementation uses nmos tran-

sistors. In this technique a group of control signals has given to the 

nmos transistor’s gate input and another group of data signals has 

been given to the source of the nmos transistor. This model has a 

advantage of low delay due to node capacitance and less intercon-

nections, but has a disadvantage of threshold voltage drop across 

single channel pass transistor results in reducing supply voltage 

which is very important for low power designs. 

Another technique is transmission gate technique which reduces 

the large circuits complexity by using a less number of comple-

mentary transistors. By using these technique, we can overcome a 

problem of low level swing of pmos and nmos. But it has a prob-

lem of consuming static power for low swing at the gates of the 

input transistors. 

To overcome from the above difficulties DPL, LCPL, SRPL cir-

cuit models are designed but these techniques are also having a 

drawback of taking more area, top down logic design complexity 

etc. So, to overcome all these disadvantages we go for GDI tech-

nique which overcomes all the above defined problems. 

The basic GDI cell looks like a traditional cMOS inverter as 

shown in Fig 3.1. But there are two main differences in this tech-

nique that makes this technique more efficient. They are, 

the cell consists of three inputs to the three terminals namely G, P, 

N. 

G-Input to the common Gate of nMOS or pMOS 

P-pMOS source/drain input 

N- nMOS source/drain input 

Therefore, the main difference between the CMOS and GDI based 

design is in GDI cell VDD is not connected to source of PMOS 

and GND is not connected to source of NMOS. This gives two 

extra input pins for GDI which makes the design more flexible 

than CMOS design. 
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                       Fig 3.1: Basic GDI cell 

 

3.1. Operational Analysis 
 

As we know that normal PTL design methods have threshold drop 

across channel in pass transistors [2] because of this low swing at 

outputs will occur. GDI method will overcome this problem. To 

understand this method, we will take one example function F1 

because it can be used in any gdi functions. The below table 

shows the logical functionality modes of F1. 

From the table 1, the state of the output that low swing occurs is 

when A=0, B=0 only. Instead of 0V here the voltage level is Vtp. 

It is because of less high to low transition effect of a transistor [3]. 

Most of the GDI cells with input as B=1, the circuit operates as 

normal cmos inverter. When Vdd=1 instead of drop in the swing 

from the before stages the GDI cell acts as a inverter and brings 

the voltage swing. These cells contain self-swing restoration . 
 

       Table 3.1: Output functionality of F1 function 

 
 

Thus this approach leads to design complex logical circuits with 

two transistors . These circuits are used in designing low power 

and fast  circuits with less number of transistors . Because of  3 

inputs it is a arbitary biased at contrast cmos inverter. 

Here Vedic multiplier and adder is analyzed using GDI circuits 

and transient behavior of the circuit is done. 

 

3.2. Full adder using GDI 
 

The basic buliding blocks for the implementation of full adder are 

XOR gates and AND gates. Implementation of  GDI based XOR 

gates and AND gates is shown below.  

 

3.2.1.  XOR Gate using GDI Cell 

 

Table 3.2 shows the implementation of XOR Gate using GDI, 

CMOS,Transmission gates and pass transistors. From the table it 

is easily said that the tansistor count for GDI is less when 

compared to other techniques.Therefore it saves the area of the 

chip and reduces consuming more power. 

 

 
 

Table 3.2: XOR Gate Implementation using GDI.CMOS,TG and N-PG 

 

    
 

3.2.2. AND Gate using GDI Cell 

 

Table 3.3  shows the AND Gate implementation using GDI  and 

its comparision with other logic styles.From the table it is said that 

the tansistor count for GDI is less  compared to other 

techniques.Therefore it saves the area of the chip and reduces 

consuming more power. 
 

Table 3.3: XOR Gate Implementation using GDI.CMOS,TG and N-PG 

 

 
    

Fig 3.2 shows the GDI implemenation of the full adder, where 

A,B,C are the inputs of the full adder which produces the ouput 

sum and cout. 

 
  

Fig 3.2: Full adder  using GDI 

 

From using this technique the transistor count is reduced to 

10(GDI) from 36(CMOS). So we use GDI technique for 

implementation of convolution block.as it is very important in 

many digital applications. 

 

4. Vedic Multiplier 

  
From the ancient Indian Vedas, a new ancient system of mathe-

matics was rediscovered and named as Vedic mathematics in the 

early twentieth century. The word 'Vedic' is derived from the word 

'veda' which means knowledge. Age of Vedic Texts from 

300BC.Vedic System reconstructed between 1911 and 1958 Bha-

rati Krsna wrote one introductory value in 1958 “Vedic Mathe-

matics” published in 1965. 
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Multiplier is one of the key hardware block used in most of the 

applications. Multiplier block itself is having huge delay with 

more amount of power dissipation. Therefore, we need a high-

speed multiplier for the better performance and would meet the 

needs of high speed processors. Multipliers are used mostly in 

Microprocessors, DSP and Communication applications. 

In many DSP applications multiplication is very important opera-

tion. By using Vedic multiplier, we can increase the speed of op-

eration order in the basic building block of multiplier 

for arithmetic computation most of the DSP applications Demands 

for faster adder. Multipliers can be designed by using different 

adders as carry save adders, carry select adders and Manchester 

adders. In this paper for multiplication a systematic Vedic multi-

plier is using Urdhava Tiryagbhyam. this Vedic multiplier occu-

pies less area and performs faster multiplication among the all 

multipliers[13-21]. By using conventional multiplier, it reduces 

the typical calculation which is difficult to compute the formula 

Urdhava Tiryagbhyam is applicable for all types of multiplications. 

The parallelism in generation of partial product improves the 

speed of multiplication. For implementing lengthy multiplication, 

the number is divided into small blocks and utilize for design. 

Some modification is required for higher number of bit. in this 

number is divided into two equal parts let's analyze 4 x 4  multi-

plication  these are X3X2X1X0 and Y1Y2Y3Y0.The result of to two 

multiplication numbers is M7M6M5M4M3M2M1M0.Let's  divide X 

and Y into two part For X ,X3X2  and X1X0,For Y,Y3Y2 and 

Y1Y0.By using Vedic multiplier technique take two bits at a time 

and perform multiplication using 2 bit multiplier the below struc-

ture shows the procedure or structure of 4 x 4 multiplication using 

Vedic multiplier. 

 

 
 
         Fig 4.1: Block Diagram of  4X4 Vedic Multiplier 

 

Each individual block shown in above diagram is a 2X2 multiplier. 

X3X2 represents the two-bit number and Y3Y2 represents the two 

bits of another number. Similarly, X1X0 represents another two 

bits and Y1Y0 represents with which X1X0 is to be multiplied. Let 

the final result of multiplication of 8-bit sequence be M 7 M 6 M 5 

M 4 M 3 M2 M1 M0 as shown below. 

 

Fig 4.2:  Decomposing 4-bit into each 2-bit multipliers to obtain   
                intermediate partial products using vedic multiplier 

 

Let the output of each block will be stored as shown above. For 

getting final result, the output of each block will be rearranged as 

shown in below diagram. Here, we will add the middle products as 

shown below. 

 

               

 
Fig 4.3: Final Partial Product of a 4-bit multiplier 

 

M1 and M0 the direct outputs taken from M01 and M00 respectively. 

A 4-bit full adder is used for adding the (M02 M03 0 0) with (M13 

M12 M11 M10) The result of this will be given as input to another 

full adder where as the other input is (M23 M22 M21 M20). This 

result will be given as input to another full adder and added with 

(M31 M32 0 0). The carry propagated will be added with M6 . M6 

and M7 are direct outputs from M32 and M33 respectively. 

 

5. Implementation of Convolution Using GDI 

 
Convolution using Vedic multiplier and adder is implemented by 

making use of GDI technique as it requires less transistor count 

and consumes less power. Fig 5.1 shows the block diagram for 

convolution. 
Initially two 4-bit sequence is considered as input to a system. In 

order to obtain response of the system i.e., convolution, multipli-

cation is the initial step that has to be performed. Hence multipli-

cation is done using Vedic multiplier where the 4-bits is decom-

posed into four 2-bits each as shown in fig 4.1. The obtained in-

termediate partial products(fig 4.2) of each two bit multiplier  is 

arranged as shown in fig  4.3. 

Thus, in order to obtain final product a 4-bit adder is required for 

performing addition between intermediate partial products. 

Fig 5.1 shows the block diagram for convolution using GDI. This 

is implemented using Tanner Tools T-spice v13.0 as shown below 

. 

 
 
Fig 5.1: Block diagram of GDI based Convolution 
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Fig 5.2: Implementation of GDI based convolution using T-  

                                     SPICE Software 

 
 

 
 

Fig 5.3: Implementation of  CMOS based convolution using T-  

     SPICE Software 
  

6. Outputs 

  
Fig 6.1 and 6.2 shows the simulation results obtained using T-

SPICE Software for GDI based convolution and CMOS based 

convolution technology for binary input sequence of x(n) = 

(1,1,1,1) and h(n)=(1,1,1,1). Therefore, the obtained output after 

performing the convolution between the two sequences is y(n) = 

(1,1,1,0,0,0,0,1) 

 

 
 

 
Fig 6.1: Simulation results for GDI based convolution 

 

 

 

 
 

Fig 6.2: Simulation results for CMOS based convolution 

 

7. Results and Discussion 

 
The time taken for simulation is 17.04 seconds using GDI tech-

nique which is less when compared to the CMOS which took 

19.91 seconds. This small amount of time can further lead to large 

delay when we cascade the blocks. 

 

USING GDI  

 
USING CMOS  
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Density of Transistors  

 

The number of transistors has been reduced to a great extent 

in GDI technology. This helps us in faster implementation of 

circuit and less power consumption and less delay. 

 
 USING GDI USING CMOS  

Xor Gate 4 16 

Half Adder 6 22 

Full Adder 10 42 

Convolution 178 900 

 

Calculation of Power  

 

In this paper, by using GDI technology the density of transistors is 

diminished to a great extent. So the power consumption is also 

reduced. Practically, the power consumption in GDI is 32.534 

Watts and in CMOS it is 36.020 Watts. 
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