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Abstract 
 

One of the open problems of modern data mining is clustering high dimensional data. For this in the paper a new technique called GA-

HDClustering is proposed, which works in two steps. First a GA-based feature selection algorithm is designed to determine the optimal 

feature subset; an optimal feature subset is consisting of important features of the entire data set next, a K-means algorithm is applied 

using the optimal feature subset to find the clusters. On the other hand, traditional K-means algorithm is applied on the full dimen-

sional feature space.    Finally, the result of GA-HDClustering  is  compared  with  the  traditional  clustering  algorithm.  For compari-

son different validity  matrices  such  as  Sum  of  squared  error  (SSE),  Within  Group average distance (WGAD), Between group 

distance (BGD), Davies-Bouldin index(DBI),   are used .The GA-HDClustering uses genetic algorithm for searching an effective 

feature subspace in a large feature space. This large feature space is made of all dimensions of the data set. The experiment performed on 

the standard data set revealed that the GA-HDClustering is superior to traditional clustering algorithm. 
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1. Introduction 

Clustering is a descriptive method, which assign a collection of 

data element into subset called clusters, such that the data ele-

ments in the same cluster are more similar than the data element 

of another cluster [1]. There are many new clustering algo-

rithm has been developed in the past years, which perform the 

clustering of low dimensional data in a very grateful manner. 

When we are going to apply these traditional clustering algo-

rithms to the high dimensional data set, they do not perform 

well. There are many factors which are responsible for it. First 

high dimensional data set contains irrelevant and redundant di-

mensions, which completely mask the objective clusters, secondly 

curse of dimensionality; it is concerned with the sparsity of data. 

In higher dimensional space, the data objects turn into very sparse 

[2]. 

 

So dimension reduction methods are used for reducing the num-

ber of dimensions for clustering high dimensional data set. Fea-

ture selection and feature transformation are two commonly used 

methods for dimension reduction. 

 

Feature  transformation  is  a  preprocessing  step,  which  permit-

ting  the  clustering algorithm  to  use  simple  few  of  newly  cre-

ated  feature.  Some  of  clustering  algorithm  has integrated  such  

feature transformation  technique  to  identify  essential feature  

and  iteratively enhance their clustering result, but these tech-

niques don’t really eliminate or withdraw any feature from 

original feature space [3]. When there is a large member of irrele-

vant attributes which hide the clusters, these techniques appear 

worthless because these irrelevant features are still present in the 

data set, which hide the clusters. Another drawback of using a 

combination of attribute is, they are very hard to interpret. 

 

Feature selection is a very useful technique for removing irrelevant 

and redundant attribute of high dimensional feature space. For a 

given set of high dimensional feature space it will find the subset 

of features which might be most appropriate for the data mixing 

task [4]. 

A feature selection procedure consists of four major steps as shown 

below [5]: 

• Subset creation 

• Assessment of subset 

• Stopping conditions 

• Result validation 

 

The subset creation procedure creates a new feature subset. This 

newly created featured subset is evaluated based on some evalua-

tion criteria. This new featured subset is compared with the previ-

ous best feature subset based on some evaluation criteria. If 

the new feature subset is better, it will replace the previous best 

feature subset. The procedure of subset creation and evolution is 

continued until stopping criteria is satisfied. Finally the chosen 

feature subset is commonly validated via prior knowledge or dif-

ferent test through artificial and/or real-world data sets. 

In this paper, we proposed a genetic algorithm based feature 

selection method, which use the searching capability of genetic 

algorithm to find a suitable feature subspace for clustering high 

dimensional data called GA-HD clustering. 

 

In the next section a description of genetic algorithm and its appli-

cation is given in section 2.  In the section 3, a detail description of 

the GA-HDclustering is given. An experiment is done on the seed 

data set to show its capability and efficiency. In section 4 the result 
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of an experiment is discussed and comparison of performance 

of the GA-HD clustering is done. Finally, section 5 contains the 

conclusion. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Process Flow 

2. Related Work 

The process of genetic algorithm includes three important stages. 

Initialization of population,  fitness calculation of the population, 

and the creation of new population [6]. 

 

As a first new population is created randomly which consists of a 

member of individual (or chromosome).Then a fitness value is 

assigned to every individual which is computed by using a 

fitness function or objective function. Fitness function measures 

the quality of the individual. Higher fitness function means better 

individually. Creation of new population is done with the help of 

three genetic operators’ selection, crossover and mutation. The 

process of applying selection, crossover and mutation are repeat-

ed for a constant number of times until stopping criteria is not 

satisfied. 

 

A  brief  introduction  of  Different  cluster  validation  measure,  

which  is  used  for measuring goodness of clustering result, is 

given below. 

2.1. Sum of squared error(SSE) 

Sum of squared error (SSE) is calculated by summing the 
squared distance between the cluster centroid (Ceni) and every 

object within the cluster [7]. To determine the best cluster config-

uration we try to minimize SSE. 

SSE = ∑  𝑘
𝑖=1 ∑ 𝑑(𝐶𝑒𝑛𝑖, 𝑂)2

𝑜𝜖𝐶𝑖                         (1) 

Here K represent the number of cluster ,Ceni  represent cen-

troid of the ith cluster and O represent object belonging to a 

cluster. 

2.2 WGAD-BGD 
Within Group average distance (WGAD) is a tool for measur-

ing the cohesion, and Between group distance (BGD) is a tool 

for measuring separation. WGAD is obtained by summing over 

the average distance between the cluster centroid i and every ob-

ject of the cluster [8]. 

Total WGAD = ∑  
∑ 𝑑𝑖𝑠𝑡(𝑥𝑗,𝐶𝑒𝑛𝑖)

𝑗=𝑚𝑖
𝑗=1

𝑚𝑖

𝑖=𝑘
𝑖=1                          (2) 

Where k represents the number of clusters and may represent the 

number  of objects in a cluster. xj represent the object, and Ceni 

represent the centroid of the cluster. 

BGD is calculated by summing over the distance between 

each cluster centroid Ceni  and overall cluster centroid C. 

 

Total BGD = ∑ 𝑑𝑖𝑠𝑡(𝐶𝑒𝑛𝑖, 𝐶)𝑘
𝑖=1                          (3) 

 

The difference between pair of WGAD and BGD is used to 

express the cluster validity. Thus to determine a best cluster 

configuration we try to minimize WGAD-BGD measure. 

 

2.3 Davies-Bouldin Index (DBI) 
Davies-Bouldin index is used to measure similarity between the 

clusters (Rij). Rij is calculated by 

 

Rij = 
𝑆𝑖−𝑆𝑗

𝑑𝑖𝑗
                          (4) 

  

Where dij is the distance between the centroid  of cluster i and 

cluster j. Si(Sj) is a dispersion measure used to determine average 

distance between the objects belonging to the same cluster[8]. 

 

Si = 
∑ 𝑑(𝑥𝑛,𝐶𝑒𝑛𝑖)

𝑛=|𝑐𝑖|
𝑛=1

|𝐶𝑖|
                         (5) 

  

Here Ceni represent the centroid  of cluster i , xn is used to 

represent the object within cluster. |Ci| represent the  number of 

objects within a cluster. 

 

The Davies-Bouldin index is calculated for every cluster pair. 

Finally, we add maximum cluster similarity of every cluster to 

make a single DB-index. 

 

DB = 
∑ 𝑅𝑖𝑖=𝑘

𝑖=1

𝑘
                           (6) 

 

where Ri = maxj=1, i≠j (Rij),   i =1.....k 

k is the number of cluster. 

 

Low value of Davies-Bouldin index indicates that the clusters 

are not very similar, which means clusters are well-separated 

and compact. 

  

3. High-Dimensional Data Clustering Using 

Genetic Algorithm 

3.1.   Individual Representation for Applying Genetic 

Algorithm and Creation of Initial Population 

Generally two encoding methods are used for representing indi-

vidual, binary encoding floating point encoding. Binary encoding 

use a search space which is larger than floating point encoding, 

but the crossover and mutation operation can perform more easily 

on it. So, we use binary encoding for this paper. 

An individual solution of the solution space or search space 

consists of two parts (CR, CS), CR is binary string used to rep-

resent feature subspace and CF is used to represent the fitness 

value. 

For example, if an individual has representation 

(1010101,0.7489), means the feature subspace is consist of 1st, 

3rd ,4th & 7th attribute and have the fitness value 0.7489. 

If the original feature set has N attribute, then the initial popu-

lation have 2n-1 individual.  

3.2. Fitness Function 

To determine how good an individual can be in solution space, 

a fitness function or objective function is applied to every in-

dividual in solution space. At each generation the fitness level 
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of the individual is calculated. The convergence and searching 

capability of GA is affected largely by the fitness function 

The correlation coefficient between the attribute is used to 

compute the fitness value of each chromosome or individual 

in the population. 

Correlations between the attributes are determined by the for-

mula [9]. 

 

CORRELATION(s) = 
𝑚 𝐶𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒−𝑐𝑙𝑎𝑠𝑠

√(𝑚+𝑚(𝑚−1)𝛽𝐶𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒−𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒
 (7) 

 

S=denotes the subset of attributes which are currently selected. 
M=denotes the number of attribute in subsets. Cattribute-class=is 

average attribute –class correlation. 

Cattribute-attribute=is an average correlation between attributes. 

β=scaling factor (0.25) 

Higher the value of correlation coefficient better is the qual-

ity of candidate solution with respect to the problem into con-

sideration. 
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3.3.  Genetic Operator 

The genetic operator plays very important role in genetic 

algorithms [10]-[14]. Genetic operator is applied to the current 

population to create new population for the next generation. Ge-

netic operator is a powerful tool for controlling an evaluation pro-

cess. 

 

3.3.1 Selection: Selection is the first operation applied to the pop-

ulation. On the selection, based on the fitness value chromosome 

are chosen from the population, to be parent to cross over and 

produce new offspring. In this paper roulette wheel selection strat-

egy is used for selecting an individual. 

3.3.2 Crossover: If a chromosome is m. A bit longer than a cross-

over site is chosen from range  [1,  m-1].  Binary  string  from 

beginning  to  crossover  side is chosen  from one chromosome 

and the rest is chosen from another chromosome, to create a new 

chromosome. 

3.3.3 Mutation: In the mutation operation some randomly select-

ed bits are inverted. In GA- HD clustering mutation assigns a 

probability Pm for each bit of the chromosome to change 

from 0 to 1 or vice versa. 

3.3.4 Termination Criteria: Genetic algorithm run over a num-

ber of generations until termination criteria is not satisfied. Some 

termination criteria are given below: 

• Maximum number of generations is reached. 

• When the fitness value of a chromosome reached to a speci-

fied value. 

4. Implementation Results 

To illustrate the capability and efficiency of the GA-HD clus-

tering, we perform it on the seed data set and compare it with 

the conventional means algorithm. The seed data set consists of 

200 instances and seven features. The number cluster is three. 

The distribution of instance to the class is shown below: 

Class1 has 70 elements, class2 has 68 elements, Class3 has 60 

elements. 

 

The entire data set can be classified into 3 classes, but when we 

are performing clustering, the result is not very good so we per-

form feature selection to determine the optimal subset of features 

by using genetic algorithm. Single point    Crossover opera-

tion with crossover rate 0.7is applied. The Mutation rate is 

0.5 .The algorithm runs in 50 generations. The chromosome 

1101001 has maximum fitness value 0.925360. So subset of 4 

attributes, namely (area, Perimeter, Length of the kernel, Width 

of the kernel, Length of kernel groove) constructs an optimal 

feature subset. In 2nd stage this optimal feature subset is used to 

perform clustering.  

 
Table 2: Experimental result for GA-HD clustering with selected attribute. 

 Cluster 1 Cluster 2 Cluster 3 Total 

SSE 15.259918 19.130043 21.168098 55.558060 

WGAD-

BGD 

0.798269 0.843199 0.779278 3.624872 

DBI 0.007149 0.007149 0.007385 0.021682 

No. of it-

erations 

   600 

 

Table 3: Experimental result from conventional clustering with all dimen-
sions. 

 Cluster 1 Cluster 2 Cluster 3 Total 

SSE 201.48806

8 

184.108551 158.870682 544.467285 

WGAD-

BGD 

2.769699 2.715463 2.385417 7.615520 

DBI 0.056057 0.006185 0.056057 0.056057 

No. Of 

iteration 

   800 

 

When we compare both algorithms on SSE, we find that the 

SSE value by using all dimensions of the data set have re-

sulted as follows: Cluster 1 has SSE value 201.488068, 

Cluster 2 have 184.108551, Cluster 3 has 158.870682 Which 

cause overall SE value 544.467285, while the SSE value of 

GA-HD clustering is as follows: Cluster 1 have 15.259918, 

Cluster 2 have 19.130043, Cluster 3 have 21.168098.This 

results overall SSE value 55.558060 which is less than the 

value of traditional clustering algorithm. 

 

When we compare on WGAD-BGD, we find out the 

traditional clustering have values as follows  Cluster 

1 :2.769699, Cluster 2 : 2.715463, Cluster 3:2.385417.This 

results in overall value 7.615520.While the GA-HD clustering 

have values: Cluster 1: 0.798269, Cluster 2: - 0.843199, Clus-

ter 3 :0.779278. Which results in overall WGAD BGD value 

3.624872 Which is lesser than the traditional algorithm. 

 

Similarly, when we calculate the DBI it have overall value, 

0.021682 for GA –HD clustering and 0.118299 for traditional 

clustering algorithm. Final comparison is based on the number of 

iteration, GA-HD clustering have total number of clustering 600 
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and traditional clustering  algorithm  have  800.On  the  basis  of  

all  these  measures,  we  determine  GA-HD clustering is better. 

5. Conclusion  

In this paper GA-HD clustering is described which use 

genetic algorithm for clustering high- dimensional data set. It 

finds an effective subspace by using GA. Correlation metric is 

used as fitness function. Higher the value of coefficient func-

tion higher is the subspace. It is determined from experiment 

that GA-HD Clustering is more effective for clustering high 

dimensional data set. Fitness function proposed that the paper 

is effective for clustering, high dimensional data set, but new 

fitness function can be designed which can further improve  the  

result,  so  we  can  say  that  GA-HD clustering  is  effective  

and  powerful. It  can determine relatively better subspace. 
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