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Abstract 
 

An Information Network is the network formed by the interconnectivity of the objects formed due to the interaction between them. In our 

day-to-day life we can find these information networks like the social media network, the network formed by the interaction of web ob-

jects etc. This paper presents a survey of various Data Mining techniques that can be applicable to information networks. The Data Min-

ing techniques of both homogeneous and heterogeneous information networks are discussed in detail and a comparative study on each 

problem category is showcased. 
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1. Introduction 

When different objects interact and communicate with each 

other it forms an information network. The examples in-

clude the social networks where different people interact 

with each other, an author-paper network where the com-

munication is between the authors and conferences related 

via a paper, the DNA structure in a biological network etc. 

The object relationships in the database form an infor-

mation network that may be categorized as homogeneous 

(formed between objects of same type) or heterogeneous 

(formed between objects of different types which may also 

be distributed at various locations).An information network 

is the set of objects that are related to each other and these 

objects can communicate and interact with each other. 

There may exist a set of objects of different types and a set 

of relationships. Therefore an information network is an 

object from the set of objects that can communicate with 

another object in a different set in the form of a directed 

graph. The edge is the relationship that exists between these 

objects. An information network is categorized as homoge-

neous if the objects belong to the same set and the relation-

ship belongs to the same type of relationship. Otherwise the 

information network is said to be heterogeneous which 

means that there may be more than one type of objects or 

the objects may communicate with more than one type of 

relationship. A homogeneous network can be derived from 

a heterogeneous network by excluding the diversified ob-

ject features. The link mining techniques are based on ho-

mogeneous network analysis and can also be extended to 

heterogeneous networks. If a network has only multiple 

interactions among the same type of objects it is called a 

multi relational network and can be treated as a special case 

of heterogeneous network. The multi-relational network is 

equivalent to a multi dimensional network. A network can 

be composite if the relationships exhibited between the ob-

jects depend on the context in a sub-network. And the ex-

ample of a social media network and genetically structured 

biological networks are treated as complex networks. The 

heterogeneous networks can be formed from objects that 

can be derived from and are not restricted to only structured, 

semi-structured data but also to unstructured data. A com-

bined path from one object to another with interlinking rela-

tionships is called as the meta-path between the objects. A 

meta-path from one object to another is symmetric if the 

path is equal to its inverse. The information network ad-

heres to a template called the network schema. The meta-

path is a semantic and a significant feature of the heteroge-

neous information network. The network schema is a map-

ping from the source object to the target object using a di-

rected link. 
 

 

 
 

 

 
Figure1: Types of Information Networks. 

 

The Figure1 shows the classification of the Information Net-

works and the Figure 2 depicts the type of Data-Mining tech-

niques like similarity, clustering, classification and it can also 

be extended for recommender systems. 
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Figure2: Knowledge extraction techniques on Information Networks. 

The various algorithms corresponding to each technique are dis-

cussed and compared in the preceding sections. The rest of the 

paper is organized as: Section 2 discusses the Similarity measures 

Section 3 focuses on Ranking, Section 4 gives an insight to clus-

tering ,Section 5 a briefing about classification, Section 6  about 

Recommender Systems , followed by conclusions. 

2.Similarity Measure 

Similarity measure estimates the similarity or the likeliness be-

tween the objects. Similarity measure has its applications in web-

search, clustering and product recommendation [1].Similarity 

measures can be of two types: Feature based similarity and web 

based similarity. In the feature based similarity the objects similar-

ity are measured with cosine similarity, Euclidean distance, Jac-

card coefficient. If the similarity is measured with the help of link 

structures in the graph it is called web based similarity. Similarity 

measure plays a vital role in product search and web search. 

The SimRank algorithm [2] states that two objects are similar if 

they are related to similar objects. The SimRank works on a 

graph-theoretic model. The basic directed graph theory is consid-

ered where the nodes represent the objects and the directed edge 

refers to the web page link or reference. If the object is similar to 

itself the similarity score to it is given as one. In the graph, there 

may be nodes with singleton similarity or zero similarity which 

can be excluded. Similarity can be extended to any two types of 

objects. SimRank equations are applicable to homogeneous ob-

jects as well as heterogeneous objects. The SimRank algorithm 

considers an ordered pair of a graph G called the node pair graph 

G2.The pairs in G2 represent similarity of nodes and if they refer to 

the same object they are said to be similar. If the example of Web 

pages is considered, the graph G is given as (V, E) where V is the 

set of nodes in the domain and E is the relationship between the 

nodes. Here each node is an object which is homogeneous in na-

ture. The user-item example is considered as a bipartite graph 

where the nodes in V represent the users-items and the directed 

edge indicates the purchase between them. The in-degree and out-

degree for every node in the set v are considered and the computed 

similarity  is between 0 and 1.To compute the similarity a naive 

method is used to compute the SimRank score between a and b for 

every iteration k. The score is 0 if a≠b, else if a and b are equal it 

is 1.When the neighbourhood of G2 node pairs is observed the 

nodes with nearby neighbourhood have more similarity than the 

nodes which are far away and have little overlap. Within a given 

radius r the node pairs are considered and the remaining are 

pruned. To have a clear perception about the computation of simi-

larity scores a Random surfers model [3] is observed where it 

starts from two directions namely node a and node b. A random 

walk is applied backwards towards a meeting point and the num-

ber of steps that lead toward the meeting point is called the Ex-

pected Meeting Distance (EMD). In a directed graph which forms 

a cycle the EMD between the random surfers is always ∞ and this 

is called a lock step. The EMD is said to be 1 if the random surfers 

meet. Another new technique to compute the structural similarity 

is proposed by the authors in [4] called the P-Rank algorithm 

where P stands for Penetrating. The P-Rank algorithm states that 

two objects in an information network are similar if they exhibit 

relationship between similar entities. The similarity score comput-

ed is similar to SimRank except that it is based on a damping fac-

tor C and it depends on the factor for balancing the in-link and the 

out-link which is denoted as  . If the P-Rank score computed 

between two nodes a and b is the same as that from b to a in a 

given iteration then it exhibits similarity. If the similarity score 

computed for an iteration k and its next iteration k+1 lies between 

0 and 1 it exhibits monotonicity. P-Rank similarity score has the 

property of existence in which the similarity score unite at a fixed 

point. The P-Rank score displays the property of uniqueness if the 

damping factor C≠1.The other forms of P-Rank are Co-citation, 

Coupling and Amsler. In the Co-citation measure [5] on iteration 1, 

the damping factor C=1 and  =1.In the Coupling [6] technique 

which is an another form of P-Rank on iteration 1, damping factor 

is 1 and  =0. Amsler [7] is a one step form of P-Rank which 

works with iteration k=1, C=1,  =1/2.As the number of itera-

tions increase and becomes ∞ using  =1 P-Rank exhibits the 

property of SimRank. As the number of iterations increase and 

becomes ∞ using  =1, the P-Rank works as reverse-SimRank 

also known as rvs-SimRank [4] which is a more practical measure 

than the SimRank. The computation of P-Rank is preceded by 

computing the similarity score for two nodes at each iteration and 

it is stored in a data structure like sparse matrix and hash tables. 

The time complexity O (n2) and space complexity O (n4) of P-

Rank and SimRank are the same. The time and space complexities 

can be reduced in homogeneous networks using radius based 

pruning and in heterogeneous networks category based pruning. 

 

To make the similarity search faster and to identify the similarity 

between the peer objects in an information network the authors in 

[8] proposed an algorithm called as PathSim. PathSim measures 

the similarity between the objects based on semantic similarity of 

the objects. The other similarity measures are applicable to dense-

ly visible objects. PathSim proposes a framework based on meta-

path based similarity. To compute the similarity measures we need 

to be compute Path count, random walk, and pair-wise random 

walk. Path count is the number of occurrences between node x and 

node y. Random walk is a probability of traversing a path  

from node x to node y. Pair-wise Random Walk is the probability 

of conjunction between two path occurrences. A commuting ma-

trix needs to be formed for a network for which a network schema 

is defined. Figure 4 shows a meta-path symptoms-disease-patient 

and Figure 3a indicates the adjacency matrix for Symptom-

Disease and Figure 3b depicts an adjacency matrix for Disease-

Treatment. The commuting matrix is the product of the adjacency 

matrices that are formed for the meta-path. This matrix is the adja-

cency matrix formed between two different types of object sets. 

With the PathSim similarity measure a top-k similarity measure is 

proposed where the objects in a given set are of the same type and 

are sorted. The similarity measure is computed based on symmet-

ric meta-path based calculation. The efficiency of this measure is 

increased by applying co-clustering pruning technique. To apply 

this pruning the set of query dependent objects called target clus-

ters and the set of objects for which the features to compute the 

similarity measure is called as the feature cluster.  

     The target cluster is partitioned into co-clusters (objects with 

similar features) by partitioning and these are observed to have 

any likely objects, if the co-clusters don’t have any likely objects 

they are pruned which is shown in the Figure 5. The PathSim uses 

a pair wise random walk and is called as a two random walker 

model. Another approach SimFusion [9] was proposed to integrate 

different relationships of objects in a heterogeneous network. 

SimFusion is based on the Unified Relationship Matrix which is 

an adjacency matrix formed between two different set of objects 

which are said to have inter-object relationship. The essence of 

SimFusion is similar to that of SimRank but with less time com-

plexity. The assumption considered in the SimFusion algorithm is 

called similarity reinforcement which means the similarity be-

tween two data objects is supported by the same type of data ob-

jects which are related and also by the different types of relation-

ships between the objects.  
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Figure 3a: adjacency matrix symptom-disease 

 

Figure 3b: adjacency matrix for disease-treatment. 

 

Figure 4a: meta-pathsymptom-disease-treatment 

 

 

Figure 4b: Meta-path Product-sales-customer 

 

 

 

 

 

 

 

 

   

  

Figure 5: extracting feature cluster from target co-clusters. 

The target cluster is partitioned into co-clusters (objects with simi-

lar features) by partitioning and these are observed to have any 

likely objects, if the co-clusters don’t have any likely objects they 

are pruned which is shown in the Figure 5. The PathSim uses a 

pair wise random walk and is called as a two random walker mod-

el. Another approach SimFusion [9] was proposed to integrate 

different relationships of objects in a heterogeneous network. 

SimFusion is based on the Unified Relationship Matrix which is 

an adjacency matrix formed between two different set of objects 

which are said to have inter-object relationship. The essence of 

SimFusion is similar to that of SimRank but with less time com-

plexity. The assumption considered in the SimFusion algorithm is 

called similarity reinforcement which means the similarity be-

tween two data objects is supported by the same type of data ob-

jects which are related and also by the different types of relation-

ships between the objects.  

 

The novel framework HeteSim is proposed in [10] to identify the 

object relevance using three metrics called the uniform measure, 

path constrained measure and a semi-metric measure. HeteSim 

algorithm is a framework to identify the similarity measure in 

heterogeneous objects. HeteSim is a path based relevance measure. 

HeteSim has the following properties: A relation can be decom-

posed to unique relationships. The significance of relationship 

between objects in two different sets is based on a relevance path. 

HeteSim generally exhibits symmetric property not only for paths 

which are symmetric but also for asymmetric paths. HeteSim ex-

hibits the path maximum property for two objects whose value is 1 

if they have similar structure based on the given path. HeteSim is 

related to SimRank. The only difference between SimRank and 

HeteSim is that SimRank adds the meeting probability of the ob-

jects after all possible steps but HeteSim just computes the meet-

ing probability in the relevance path. In [11] the paper authors 

proposed an approach for mining meta-paths in heterogeneous 

information networks using the HeteSim algorithm for the given 

data to identify the Meta paths then the MapReduce [12] is applied 

to form the clusters and to get the summarized result. The algo-

rithm proceeds by constructing a constraint based matrix to which 

HeteSim algorithm can be applied and the MapReduce is applied 

to the resultant clusters. 

 

HN-similarity is proposed in [13] which is cost-effective and con-

siders the heterogeneous neighbourhood of objects which is a 

network formed by the structural similarity between nodes. The 

similarity between objects is computed by an influence dependent 

function  named as HN-Sim. The similarity between two nodes v1 

and v2 is a function of weighted factor λ and a product of homo-

geneous similarity and heterogeneous similarity computed for v1, 

v2.The similarity function acts in three modes when λ=0 the simi-

larity function computes only heterogeneous neighbourhood. If 

λ=1 the HN-Sim works just like a homogeneous similarity func-

tion and if λ value lies between 1 and 0 it exhibits both homoge-

neous similarity and heterogeneous similarity. 

The Table 1 shows the similarity measures and the models or ap-

proaches used by the similarity measures. Also the usage for each 

of the measures is discussed in the table. 
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Table 1: Similarity measures and their usage 

Name Model Time and Space 

Complexity 

Usage 

SimRank Uses random 

surfers model 
which is a graph 

theoretic model 

based on expected 
meeting distance. 

Considers only 

In-links in the 
graph 

O(n3)-Time 

O(n2)-Space  

1.Used in web 

document ranking 
especially  in the 

search engine. 

2.Used for docu-
ment corpora clus-

tering 

Prank Graph based 

model which uses 

iterative compu-
ting and converg-

es to a fixed point. 

Considers both 
the in-link and 

out-link of the 

node in a graph. 

O(k(d12+d22)n2) 

Average Time 

O(n4)-worst case 
Time 

O(n2)-Space 

It is a unified 

framework for 

structured similari-
ty computation. 

PathSim A commuting 
Matrix is 

used.Meta-path is 

based on se-
quence of rela-

tions of different 

objects. 

O(n*d)-Time 
O(n)-Space 

  For online  con-
catenation and 

combination of a 

path to give a top k 
result for a query. 

HeteSim Uses a transition 
probability ma-

trix. 

O(l*d*n*2)-time 
O(n2)-Space 

1.Automatic object 
profiling. 

2.Expert finding 

        

3. Ranking 

Ranking is used to compute the importance of an object. Ranking 

techniques can be classified into two types: homogeneous ranking 

techniques and heterogeneous ranking techniques. The popularity 

of an object is computed based on the ranking functions. HITS-

Hyperlink Induced Topic Search [14] identifies the pages that are 

authoritative for a given query which contain information relevant 

to the given search query. The HITS classifies second category of 

pages called hubs contains link towards the authoritative pages. 

The pages are assigned two kinds of weights authority weight ai 

and hub weight hi.  It is a ranking algorithm that analyses the link 

among the web pages and rates them. This algorithm is a kind of 

link prediction by observing the sub-graph which is formed from a 

base set of web pages that are linked from it and to the pages that 

link to it. It has structural link among mostly homogeneous kind 

of entities. It is a ranking algorithm for web pages. Another rank-

ing algorithm to rank the websites was proposed in [15] known as 

PageRank and is used in Google Search. PageRank is also a link 

analysis algorithm among the entities which are hyperlinked set of 

documents. The PageRank is also an algorithm for homogeneous 

objects. Page Rank assigns global ranking to the web pages. Simi-

larly one more link structure algorithm was proposed by R Lempel 

and S Moran Stochastic approach for Link Structure Analysis, 

SALSA [16], which combines the features of PageRank and HITS. 

In SALSA a result set R is considered from which a neighbour-

hood graph is considered. For each vertex in the neighbourhood 

graph an authority and a hub score is computed. A markov chain 

model is used to perform a random walk in which the sub-graph 

will visit the authorities which have high probability. To improve 

the context based searching the topic-sensitive PageRank was 

proposed in [17].The topic-sensitive PageRank algorithm is a 

combination of both the page rank and HITS algorithms. This 

algorithm has two steps: PageRank score vector is captured for 

each predefined topic statically. The probability that a query of 

every topic is resolved dynamically. The final ranking is the 

weighted blend of the rankings for every topic.  

 

Personalized PageRank [18] aims at computing biased PageRank 

score to a customized question vector q, which is referred to as 

preference vector. The preference vector is unique in relation to 

topic sensitive page rank where the query vectors have predefined 

topics which are fixed. The query vectors are subjective in Per-

sonalized PageRank. The Personalized PageRank starts a random 

walk from source s to target t and a teleport probability of α these 

steps are carried out iteratively and either the process stops with a 

probability α else will continue and it is given as πs(t) whose value 

is calculated and named as P.P is nothing but the walk from source 

s to target t until it reaches a threshold estimate δ. TrustRank [19] 

is a kind of Link analysis technique which separates the useful 

web pages from spam. Many web spam pages are made just with 

the goal of deceiving web indexes. These pages, mainly made for 

business reasons, utilize different procedures to accomplish fake   

rankings on the web search tools' outcome pages. While human 

specialists can without much of a stretch distinguish spam, a man-

ual survey of the Internet is not feasible. One famous technique for 

enhancing rankings is to build the apparent significance of an 

archive through complex connecting plans. Google's PageRank 

and other pursuit positioning calculations have been subjected to 

such control.  

TrustRank looks to battle spam by filtering the web based on un-

wavering quality. The strategy calls for choosing a little arrange-

ment of seed pages to be assessed by a specialist. Once the legiti-

mate seed pages are physically identified, a slighter augmenting 

outward from the seed set searches out comparably solid and de-

pendable pages. 

 

 Here we discuss about the heterogeneous ranking algo-

rithms. Sorting the objects from a given order from a database is 

called as Object Ranking [20]. Object Ranking is very much use-

ful for surveys, retrieval of the information and decision making. 

The Object Ranking method is Cohen’s method which is a greedy 

algorithm that sequentially chooses the most-preceding object. 

Other Ranking methods are for Object ranking are the Rank Boost 

algorithm [21], Support Vector Machine based algorithms like 

Order SVM [22] and Herbrich’s method [23]. After one of the 

application of above methods to the objects a regression method 

called Expected Rank Regression is applied to obtain the expected 

ranks of the objects. Pop-Rank [24] is an extension to the Page 

Rank model with the addition of a Popularity Propagation Factor 

for each link that points to an object which uses different types of 

propagation factors to each structural link with different types of 

relationships. Pop Rank model is used in a paper search engine 

called as Libra. A random object finder model which keeps click-

ing on successive Web page links, Web page to object links, and 

object relationship links at random. The search strategy Pop Rank 

is based on Simulated Annealing for Factor Assignment, the algo-

rithm adapts the simulated annealing algorithm to automatically 

assign popularity propagation factors. The neighbours are ob-

served to get a best combination of Popularity Propagation factor. 

To make the search strategy better a sub-graph with k-diameter is 

chosen which forms k concentric circles and all these circles con-

tain the objects that are less than k-links away from the main ob-

ject inclusive of all the links from these objects. The distance be-

tween the ranking results and the ranking given by domain experts 

is the final computed cost. PopRank gives a global score for every 

object. The Co-ranking method [25] is a ranking framework on 

heterogeneous networks by using two random walks on GA a 

Social Network of Authors, GD a network containing connecting 

documents. It is a method based on Page Rank and the mutual 

reinforcement principle. Co Rank has three drawbacks .Firstly it 

does not consider the venue information. Secondly it is good for 

an older paper with good citation. Thirdly the Self Citation is giv-

en equal priority to the other citations. The Co Rank considers the 

un-weighted undirected graph which is used to indicate the set of 

heterogeneous objects. The bidirectional edges between them are 
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the relationships between the objects. For example in an author 

document graph If the given graph is subdivided into three sub-

graphs like one sub-graph ssconsists of the other sub-graph the 

nodes that represent authors and the edges that represent the social 

ties between them. That contains nodes which represent the set of 

documents and the links between them .The last sub-graph con-

sists of the nodes which contain the set of authors and documents 

and the edges contain the relationship between these nodes. On the 

three sub-graphs identified, the random walk is applied for each 

path. The random walk on the graph is the Markov chain which is 

represented by a stochastic matrix which contains non-negative 

entities and the sum of each row is 1. The co-ranking is done by 

coupling two intra-class random walks. However the Co-rank 

algorithm has some drawbacks such as lack of venue information, 

the citations of previous papers are more and they are not given 

more weightage ,the priority for self citation should be less when 

considered with other papers. To prevail over the above said 

drawbacks a heterogeneous ranking framework has been proposed 

by the Tri-Rank Algorithm [26] three bipartite graphs are consid-

ered. Here they have considered a heterogeneous connectivity of 

objects which are all papers, authors and venues. The intra-

relationships within the graph are denoted using a bidirectional 

edge the inter-relationships between the bipartite graphs is called 

uni-directional relationships. Tri-Rank can be observed as the 

extension of co-rank and it follows certain rules. The first rule 

specifies that the score of the current paper is mostly affected by 

the score of the papers cited. The second one emphasizes on the 

rank of the author and the venue. The third depend on the score of 

the venue and on the rank of the author. The score of the author is 

also based upon the rank of the co-authors and also on those who 

cite the author. The fourth rule states that score is also influenced 

by the scores of the paper published and also depends on the ven-

ues attended by the author. The fifth rule is inclined by the scores 

of the other venues that cite this venue. Lastly the score of the 

paper depends on the average score of the papers at the venues and 

the average of the score of authors who attended it. The Tri-Rank 

framework proceeds in four steps .On the first iteration the Pag-

eRank is applied on the graph of papers. Now as the scores of the 

papers are restructured, using these scores of the authors and ven-

ues are reorganized and the scores of the author network are nor-

malized by applying one iteration PageRank. As a next step the 

venue’s score is updated and normalized with one iteration Pag-

eRank. The scores of the papers are updated and normalized and 

this procedure iterates. Table 2 shows the ranking algorithms their 

time complexities and applications. 

 
Table 2: Ranking techniques their time complexities and applications. 
Algorithm 

Name 

Model Used Time and 

Space Com-

plexity 

Usage 

SALSA Stochastic approach with less 

computing between hubs and 

authorities by isolating Tightly 
Knit community  

Time-O(k*E) 

Space –

O(k*E) 

Query search 

Personalized 
Page Rank 

Make use of Scalable Hyper-
link score .The graph is stored 

in a social store. All jumps are 

made to the seed node. 

Θ(n) Personalized 
recommenda-

tions 

Trust Rank Seed set is computed using 

inverted page Rank. Trust 

Rank scores are calculated by 

trust damping and trust split-

ting. 

O(p) For the sepa-

ration of 

spam pages 

from useful 

pages. 

Object Rank Object Rank is computed 

using Index based table. The 
authority transfer data graph is 

DAG on which object rank is 

computed. 

O(n2)-

Cohens 
Approach 

O(n log n ) –

Rank-

Boost,Order 

SVM 

To rank 

Objects 

TriRank A tripartite graph is used 

where each edge carries a 

weight and a global minimum 

function is applied  

O(Lu) Used for 

recommender 

purpose 

4. Clustering 

Clustering forms groups of objects which are similar according to 

a closeness rule that objects within the same cluster are more simi-

lar to each other and objects of two different clusters are less simi-

lar to each other. Clustering can be done on objects which are 

homogeneous in nature and also can be extended to objects which 

are heterogeneous in nature. The basic data-mining techniques like 

the K-Means, K-medians are good examples for homogeneous 

clustering. Clustering can also be done on heterogeneous objects. 

Clustering on heterogeneous objects is quite different and complex 

when compared with homogeneous techniques. Clustering on 

heterogeneous web objects is performed using compression tech-

nique by considering a clustering structure C {c1, c2,.., cm} of a 

data set ‘x’ and the defined partition set for the data P as 

{p1,p2,…,ps}. A pair of points are defined on these data sets using 

the points from SS which is a cluster which belong to the same 

cluster and the same partition which is indicated as ‘a’. A pair of 

points are said to be from a set of points named as SD if the clus-

ter belong to the equivalent structure. The dissimilar groups of 

partitions are indicated as ‘b’, the pair of points from the set DS if 

the points belong to different cluster C but of the same group giv-

en as ‘c’, a pair of points are said to be from DD if they are from 

different cluster and belong to diverse group and named as‘d’. The 

sum of the four points is said to be M. Using the  

four points a, b, c, d and the value M indices are defined as fol-

lows: The rank index is defined as (a+d)/M this value should lie 

between 1 and 0. If the value is close to 1 then C and P have high 

similitude. The Jaccard coefficient is calculated whose value lies 

between 0 and 1 which is used to estimate the similitude between 

C and P. Similarly the Fowles –Mallow measure is calculated 

whose value close to 1 indicates the similitude between C and P. 

In order to classify the network as heterogeneous in nature the 

objects must be at least of two different categories which are said 

to be bi-typed. The RankClus is proposed in [27] which perform 

clustering and then ranking on a given set of data objects so that 

the objects after clustering can be ranked within a cluster and this 

could give a better analysis about that cluster. The RankClus algo-

rithm runs on a bi typed information network. The ranking func-

tions considered to rank the objects in an information network are 

simple ranking and authority ranking. The example heterogeneous 

information network considered here is author-conference network 

in which authors who publish more papers are ranked high in-spite 

of the value of the conferences. The next approach is the authority 

ranking which proceeds with certain rules that the set of ranks that 

are highly ranked will publish in highly ranked conference. The 

second rule is that the conferences which are very popular draw 

the papers from authors which are highly ranked. The next rule 

tells that if an author may be co-authored with highly ranked au-

thors then his popularity increases. The algorithm proceeds with 

assigning a conditional rank to each object depends on that cluster. 

The conditional ranks within the clusters are not similar to each 

other. A conditional rank can be used as an important attribute to 

observe the cluster. The mixture model components are calculated 

using the EM algorithm [28] and the cluster is adjusted. The 

drawbacks of the RankClus algorithm is that it has less number of 

object types and if we observe the bi-typed networks the clusters 

formed have only homogeneous objects. To overcome these 

drawbacks the NetClus [29] algorithm is proposed by Sun et al 

with a star schema. In the initial step of the algorithm net clusters 

are formed. The probabilistic generative model is used where the 

probability of an object is calculated based on the probability of 

visiting that object in the entire heterogeneous networks and the 

probability of that object corresponding to all other objects. The 

probability of two different objects may not be the same and is 

independent of each other. If the target object belongs to a differ-

ent cluster the posterior probabilities are calculated. Once the clus-

ters are formed the ranking techniques adopted to rank the cluster 

are simple ranking and authority ranking. 
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Table 3: Clustering techniques their time complexities and applications 
Algorithm 

Name 

Model Used Time and 

Space Com-

plexity 

Usage 

RankClus A mixture 

model is 
used and 

objects are 

adjusted to 
the clusters. 

Conditional 
rank for 

each cluster 

is calculat-
ed. 

O(t(t1|E|+t2(

K|E|+ K 
+mK) 

+mK2)) 

Ranking databases 

NetClus Ranking on 

a star sche-

ma network 
using au-

thority 

ranking . 

O(k.ηp.ξp) Trajectory aware 

services, Facility 

Location queries 

MedRank[30] Ranks Het-

erogeneous 

Objects in 
medical 

information. 

Authority 
ranking 

formula is 

used. 

O(l|E′|) For Ranking hetero-

geneous objects in 

medical databases. 

5. Classification 

Classification is a way of specifying categorical groups and giving 

them labels. The basic classification techniques like the decision 

tree induction can be quoted a good example for classification of 

data objects which are homogeneous in nature. Classification can 

also be extended to data objects which are heterogeneous which 

are discussed in this section. ComClus [31] is defined on hybrid 

networks which include the homogeneous as well as the heteroge-

neous objects. This approach is a graph based classification and is 

applicable for heterogeneous networks. The nodes are of distinct 

types and are heterogeneous in nature they belong to various clas-

sification labels. The NetClus is proposed with a star schema and 

the ComClus is a star schema with a self loop. ComClus uses a 

probability model to represent a generative probability. The gen-

erative probability model and the expert’s model are used to com-

bine the relationships from heterogeneous and homogeneous rela-

tions. The algorithm proceeds by randomly partitioning the given 

network G. For each subnet in the graph the homogeneous proba-

bility, conditional probability, the heterogeneous probability and 

the mixed probability are calculated on centre node. For every 

centre node the posterior probabilities are calculated and these are 

used for ranking the nodes. The Graffiti [32] works as follows: 

Firstly the contents of the nodes which indicate the description is 

identified. If there is an edge among the same type of node it is 

called as the S-edge. If there exits an edge among different type of 

nodes it is called the X-edge. A random walk procedure is applied 

on the graph to provide a convergence solution and also it gives a 

unique solution. The algorithm proceeds with taking initial graph 

nodes with labels as input, then it identifies the nodes which have 

similar neighbours by identifying the reciprocal influence of each 

node and it must be higher to form the S-edge. The RankClass 

[33] algorithm gives the ranking of an object among a class of 

objects. The RankClass proceeds with the following steps: 1) A 

class of labelled data is considered and it initializes the ranking 

distribution function. The type of network structure considered is 

also identified and is initialized. 2) In each class the network struc-

tures are adjusted. This resembles the similarity of boosting tech-

nique and the ranking distribution is done based on the graph 

based ranking model.3) Steps 1 and 2 are iteratively repeated and 

the posterior probability is calculated until the object is assigned a 

class label. It is a transductive classification [34] strategy. This is a 

new graph based classification approach in identifying the link 

structures in heterogeneous networks where the information is 

processed from labelled data to unlabelled data. The confidence of 

two objects of an estimated class label k should be same. 

6. Recommender Systems 

Recommender systems utilize the knowledge discovery techniques 

and statistical methods to predict recommendations and have its 

prominence in e-commerce applications. The recommendation 

algorithms are designed based on collaborative filtering model or 

cluster model. The other models are search based models which 

identifies similar items. The working of the collaborative filtering 

uses a database where the customer is matched with the entities or 

other customers who have similar interests in purchasing items 

and the other products which are purchased by the neighbours are 

recommended to the customer. The two main challenges of the 

recommender systems are 1) scalability which is a great factor that 

has influence on its neighbours for high dimensional data when 

trying to apply recommender algorithms for huge, dynamic and 

realistic datasets2) the veracity derived from the recommender 

systems should not be false. This factor also affects the quality of 

the recommender systems. The most prominent data mining tech-

nique to apply for the recommender systems is the association rule 

mining technique which applies the support and the confidence 

thresholds to suggest the entity recommendations in a given trans-

action. Collaborative filtering is the most effective way for sug-

gesting the recommendations among the neighbours. The recom-

mendation for any customer depends on the opinions of the group 

of other customers. In [35] collaborative filtering is designed in 

three subtasks 1)representation 2)formation of the neighbourhood 

3)recommendation generation. In the representation step a cross 

product matrix is used with the number of row a is based on prod-

ucts and the number of columns b represent the transactions. The 

corresponding value in the matrix is one if the user purchases that 

product otherwise zero. The second step which includes forming 

of similar neighbours using the measure of similarity. The similar-

ity is measured using the correlation technique or the cosine simi-

larity. The final step is to generate recommendation using most-

frequent item based recommendation where the count of most 

frequent items purchased are calculated ,sorted and the most fre-

quent products are given for recommendation or the next approach 

for generating recommendation is Association rule based recom-

mendation where only few neighbours are considered for generat-

ing association rules. As a limited set is considered for recom-

mendations there may be a drawback of inadequate products for 

recommendation and the reduction in dimensions may not be con-

sidered as a best approach for recommendations. The most primi-

tive application of the collaborative filtering is used in the Tapes-

try which is an experimental mail system.  

 

The basic algorithms used in collaborative filtering are K-

NearestNeighbor or the K-means algorithm which may not be 

useful for dense data and may not be apt for recommendations. 

The other approach for recommender systems is cluster model 

which suggests the recommendations treating it as a classification 

problem. The method implemented to form clusters is called as 

repeated clustering. One method is to cluster a set of entities 

based on the relationships with the set of second category of enti-

ties. Later in the second step the set of second category of entities 

are clustered using K-Means using the influence of the first cate-

gory of entities. The clustered formed are re-clustered based on 

the number of first category of entities influencing the second 

category and vice-versa. A “soft clustering” method is also used 

which is based on K-Means clustering method in which a set of 

objects are assigned to a class based on the degree which is equiv-

alent to the similarity measure calculated. 

 

The other category of recommendation system algorithms include 

search based models which identify the solution for proposing a 
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recommendation as a search for interconnected items. But this 

search based model is not so effective for recommendation sys-

tems. The most popularly used recommendation system for Ama-

zon.com uses item-to-item collaborative filtering approach. In this 

approach the items purchased by the user are matched with the 

rated items and these two lists are observed to combine and form a 

recommendation list. A similar items table is built by observing 

the most affinity of the customer to purchase an item. A product-to 

–product matrix is also built but the inefficiency is that it does not 

have similar customers. By using an iterative algorithm similarity 

is computed between two items. In [36] Xiao Yu, Jiawei Han et al 
proposed an entity recommendation approach based on meta-path 

where user feed-backs are diffused across the meta-path. The dif-

fusion scores corresponding to each user versus item is called as 

the diffused user preference matrix. If we traverse across the ma-

trix we can identify the set of users and their preferences which 

also give the diffusion scores to propose the recommendations 

considering and applying the facts of the global model. Not only 

global recommendations but also personalized recommendations 

can be built using user implicit feedback. The users are clustered 

using K means algorithm with cosine similarity based on their 

preferences also matrix factorization techniques are used when 

clusters are formed. On these clusters formed the Bayesian rank-

ing based optimization or stochastic gradient descent [37] method 

is used to learn the personalized entity recommendation. The fig-

ure 6 shows how recommender systems use the meta-paths and the 

diffusion matrix to suggest the recommendations. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6: Recommender Systems based on Meta-path. 

7. Conclusion 

In this paper the authors discussed various Data Mining tech-

niques for addressing information mining of homogeneous as well 

as heterogeneous information networks. Mining techniques based 

on similarity, ranking, clustering, classification are discussed in 

detail. The prominence of the recommender systems is increasing 

in the present day purchases, suggestions for product recommen-

dations, venue recommendation, hotels and restaurant recommen-

dations etc. The recommender systems are also discussed for both 

homogeneous and heterogeneous networks. Application and usage 

of the techniques are also tabulated. There is a lot of scope for 

research in any of the above discussed techniques by identifying 

the semantics and the structural behaviour of the objects interact-

ing with each other. The research areas like image retrieval based 

on texture is a very challenging area of research where we need 

the information networks to identify the texture, another area of 

research based on similarity includes identification of patterns in 

continuous data which is an information network based on text 

documents. Shape based similarity and classification is also an 

interesting area of research. The readers can visualize various 

areas of research as different perspectives of usage areas are pre-

sented here. 
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