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Abstract 
 

In remote sensing applications, it is evidently electromagnetic imaging has more advantages than optical imaging due to its horizon. In 

such a contest synthetic aperture radars (SAR) plays a vital role. In SAR image processing, segmentation is a key step in identifying and 

tracking targets, terrain features.  Hence, this paper, we present an Improved hybrid PSO method proposed based on multilevel threshold 

for enhancing the image for segmentation. Experimental results indicate, the proposed methods enhance the edge features effectively 

with compare to Otsu, Modified Otsu and Region Based Active contour methods. 
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1. Introduction 

Synthetic aperture radar inherently suffers from speckle noise 

because of the coherent imaging system. However, multi look 

averaging is the general way to remove the speckle noise at the 

cost of reduced spatial resolution. Speckle noise is increasing in 

nature that ends up in face the difficulties within the analysis of 

pictures by degrading the sides and tiny disorders within the image. 

As a result poor quality image is feasible. It'sa lot of favorable to 

develop appropriate filtering techniques. Though the classical 

filters love Frost filter[1],Lee filter[2], and Kuan filter[3] that 

denoise SAR pictures in the special domain by recalculating the 

middle pixels of the filtering windows supported the native scene 

heterogeneousness, work well in stationary image space, they have 

a tendency to either preserve speckle noise or erase a weak scene 

signal. This necessitates economical techniques to boost the image 

and segregate the regions within the Image. Once segregating the 

image we will notice the quantity of objects or special regions 

within the Image. The manual detection is the complicated task to 

distinguish the similarly or distinctive region in the image, it 

makes the stress on the human eye. In order to overcome the prob-

lem  in image capture and  manual detection an enhanced system 

with denoising filters and segmented algorithm is proposed. 
In this paper, several methods for speckle noise reduction have 

been proposed. In present days the effective way of denoising 

technique is based on wavelet threshold techniques. But it has a 

high computational cost. [4] -[8].Sforza et al. proposed an adap-

tive threshold technique to detect the gray area ofa noisy image. 

Automatic segmentation is proposed by Delsanto et al. For artery 

segmentation. Geo et al. Proposed anoptimal threshold method for 

image segmentation based optical swarm optimization [9].Region 

growing methods increases reorganizationrate, but less sensitive to 

noise. Giordano et.al and Osowski proposed efficient prepro-

cessing techniques for image processing [10]. Image enhancement 

using multi frequency techniques was introduced by Casciaro et al. 

After that segmentation based on the active contour method is 

introduced by ChangandVese using level set methods. 

2. Electromagnetic SAR Image Segmentation 

In SAR image, segmentation is one of the difficult tasks to extract 

the objects or region in blurred image because of speckle noise. As 

discussed earlier the denoised image is taken as input to segmenta-

tion. The commonly used method is Otsu method, it binaries the 

image based on threshold. It divides the image into groups based 

on the principle of minimization of class variables. But Otsu 

method does not produce the most accurate results. After for the 

better result modified Otsu is introduced by the calculation of new 

threshold [11]-[13]. 

The threshold value for the single iteration is calculated as   

𝑇ℎ1 =  
𝜇1
[1]
+ 𝜇2

[1]

2
 

The new threshold value 𝑇ℎ2  is calculated based on previous 

threshold value𝑇ℎ1 .  𝜇1  and 𝜇2  represents the mean values 

above and below the current threshold respectively. The total it-

eration process continues until the threshold value converges to  

 

𝑇′ =
𝜇1
[𝑘]
+𝜇2

[𝑘]

2
                                                                                  (3) 

 

The mean is calculated for the whole image and is given as 𝜇𝑛 =
∑ 𝑖𝑃𝑟(𝑖)𝑠
𝑖=1  

It is observed that the threshold values for modified Otsu produce 

less than the conventional Otsu method after making the experi-

ments on different images. In order to further increment the accu-

racy another technique was introduced based on region growing 

active contour technique. Several image processing, signal pro-

cessing  and array processing  techniques for SAR imaging are 

presented in [32]-[42]. 

 

2.1. Hybrid Region Based Active Contour Method 
 

In region based segmentation contour initialization is a diffi-

cult task [14]-[18]. The contour can move away from the 
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object if initial initialization is bad in condition. The level set 

technique produces remedy for this by manual placing of 

contour for segmentation. This paper presents the hybrid 

method that combines the region based segmentation and 

modified Otsu method for automatic segmentation of regions. 

In the proposed hybrid technique, the contour initializes the 

binary mask of black and white regions which is produced by 

modifying Otsu method. By this method contour occupies the 

object boundary very quickly. The initial   contour can be 

placed using level set function 𝛹 

The initial contour is represented as Ć = {(𝑦, 𝑧), 𝛹(𝑦, 𝑧)} = 0 

The level set function 𝛹  is updated and exist wwithinthe narrow 

band and the computational time taken by this level set function 

is reduced by this narrow band approach. The narrow band 

equation is given byeq (4) 

Ć𝑁𝐵 = (𝑚, 𝑛) − 𝛽0 ≤ 𝛽0, 𝑚 = [0, 𝑖 − 1], 𝑛 = [0, 𝑗 − 1]        (4) 

The level set function mean curvature is given as  

𝑀𝑒𝑎𝑛 𝑐𝑢𝑟𝑣𝑎𝑡𝑢𝑟𝑒 =
(𝛹𝑦

2 ∗ 𝛹𝑧𝑧 +𝛹𝑧
2 ∗ 𝛹𝑦𝑦 − 2𝛹𝑦𝛹𝑧𝛹𝑦𝑧)

(𝛹𝑦
2 +𝛹𝑧

2)3/2
 

Where 𝛹𝑦  and 𝛹𝑦𝑦  represents the first and second order deriva-

tives of 𝛹 similarly 𝛹𝑧 and 𝛹𝑧𝑧 are the same with respect to z. 

The level set function after a small interval 𝛿𝑡 is approximated by 

eq.(5) 

𝛹𝑡 = 𝛼 ∗ 𝑀𝑒𝑎𝑛 𝑐𝑢𝑟𝑣𝑎𝑡𝑢𝑟𝑒 +
𝑓0

max |𝑓0|
                               (5) 

where 𝛼 is smoothing parameter. 

 

                   
a)Synthetic Aperture Sonar Image b)Binary mask of  Image c)Area of Extracted Objects 

                       
d) Result of counting objects e)Result of Edge Detected Image f)Overlaid on Original Image 
 

Fig.1. SAR Image after Segmentation operation by Hybrid region based active contour method 

3. Proposed Hybried Paritical Swam Optimi-

zation (PSO) 

Eberhart and Kennedy have developed the original PSO in 

1995.Swarm intelligence, basic concept of PSO [19] [20]. 

Proposed hybrid PSO is the combination of basic PSO,DPSO 

and Fractional Order PSO. In which several swarms using 

Darwin’s survival of the fittest principle and convergence of 

control depending on fractional calculus. It enhances the abil-

ity of  PSO algorithm. It will escape from local  minima by 

running the different PSO having different swarms. The 

searching area is discarded and another area is searched when 

it is optimized. By this approach at each step swarm extend 

the particle life and delete the particles.Griinward-Letnico FC 

defines the fractional differential concept with α, but it should 

be 0 ≤ 𝛼 ≤ 1  to control the particle convergence rate.Each 

particle P,with each swarm S  move in multidimensional 

space according to the space(𝐹𝑝[𝑡]),0 ≤ 𝐹𝑝[𝑡] ≤ 𝐿 − 1, and 

velocity𝑣𝑝[𝑡] .The velocity and position moves are highly 

dependent on  local best(𝐹[𝑡]̇ 𝑝)  and global best (𝐺[𝑡]̇ 𝑝). Ac-

cording to this local best and global best, the coefficients 

𝑤,𝜌1 𝑎𝑛𝑑 𝜌2controls the inertial influence when the new  

 

velocity is determined. Depending on the different  values of 

“cognitive" and “social” components 𝜌1 𝑎𝑛𝑑 𝜌2 , the results 

can be varied and the inertial influence value will be slightly 

less than 1.For each value of the particle p of the swarms the 

velocity  and position vector are defined as 

 

𝑣𝑝
𝑠[𝑡 + 1] = 𝛼𝑣𝑝

𝑠[𝑡] +
1

2
𝑣𝑝
𝑠[𝑡 − 1] +

1

6
 𝛼(1 − 𝛼)𝑣𝑝

𝑠[𝑡 − 2] +
1

24
 𝛼(1 − 𝛼)(2 − 𝛼)𝑣𝑝

𝑠[𝑡 − 3] + 𝜌1𝑟1 (𝐺[𝑡]̇ 𝑝
𝑠
− 𝐹[𝑡]̇ 𝑝

𝑠
) +

𝜌2𝑟2(𝐺[𝑡]̇ 𝑝
𝑠
− 𝐹[𝑡]̇ 𝑝

𝑠
) 𝐺[𝑡]̇ 𝑝

𝑠
,|𝑣𝑝

𝑠[𝑡 + 1]| ≤ ∆𝑣                         (6) 

 

                    𝐹𝑝[𝑡 + 1]
𝑠 =  𝐹𝑝[𝑡]+𝑣𝑝

𝑠[𝑡 + 1] , 0 ≤ 𝐹𝑝[𝑡] ≤ 𝐿 − 1    (7) 

 

Weights and mean value of components are calculated using the 

value of 𝐹𝑝[𝑡 + 1]
𝑠when pixels of the image divided into m clas-

ses 

𝑇ℎ𝑒 𝑤𝑒𝑖𝑔ℎ𝑡𝑠 𝑤𝑖
𝑐 =

{
 
 

 
 ∑ 𝑝𝑖 

𝑐 , 𝑖 = 1
𝑡𝑖
𝑐

𝑛=0

∑ 𝑝𝑖 
𝑐 ,1 ≤ 𝑖 ≤ 𝑚

𝑡𝑖
𝑐

𝑛=𝑡𝑖−1
𝑐 +1

∑ 𝑝𝑖 
𝑐 , 𝑖 = 𝑚𝐿−1

𝑛=𝑡𝑖−1
𝑐 +1

                (8) 

𝑎𝑛𝑑 𝑡ℎ𝑒 𝑚𝑒𝑎𝑛 𝑣𝑎𝑙𝑢𝑒𝑠 µ𝑖
𝑐 =

{
 
 

 
 ∑

𝑝𝑖 
𝑐

𝑤𝑖
𝑐  , 𝑖 = 1

𝑡𝑖
𝑐

𝑛=0

∑
𝑝𝑖 
𝑐

𝑤𝑖
𝑐  ,1 ≤ 𝑖 ≤ 𝑚

𝑡𝑖
𝑐

𝑛=𝑡𝑖−1
𝑐 +1

∑
𝑝𝑖 
𝑐

𝑤𝑖
𝑐  , 𝑖 = 𝑚

𝐿−1
𝑛=𝑡𝑖−1

𝑐 +1

     (9) 
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An efficient method for getting the optimum threshold  value is 

that maximizes the between class variance of each component 

defined as 

𝜎𝑅
𝑐2 =∑𝑤𝑖

𝑐(𝜇𝑖
𝑐 − 𝜇𝑇

𝑐 )2
𝑚

𝑖=1

 

The optimum solution to find the thresholds that maximizes the 

fitness function of each image component is 

∅𝑐 =
𝑀𝑎𝑥      𝜎𝑅

𝑐2(𝑡𝑖
𝑐)   

1 < 𝑡𝑖
𝑐 … . .< 𝑡𝑛−1

𝑐 < 𝐿 − 1
                      (10) 

Based on this optimum solution the swarms fitness may increase 

or decrease. 

 
a)Synthetic Aperture Sonar Image b)Binary mask of  Image c)Area of Extracted Objects 

 
d) Result of counting objects e)Result of Edge Detected Image f)Overlaid on Original Image 

 

Fig.2. SAR Image after Segmentation operation using proposed Hybrid PSO Method 

   
a)Synthetic Aperture Sonar Image b)Segmented by Otsu Method c)Segmented by Modified Otsu Method 

 
 

 

d)Segmented by region based active contour e)Segmented by Active contour Modified 

Otsu Method 

f)Segmented by Proposed Method 

Fig. 3: SAR Image after segmentation operation using various techniques. 

The Objects extracted after completion of the number of iterations. 

Fig. 2(c) represents the extracted regions after inserting and re-

moving the swarm particles. This technique identifies the effective 

regions where the area is around hundreds of meters. The pro-

posed method effectively extracted the objects from a complex 
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condition with lee time through more accuracy that matched better 

with prediction by human experts. 

Fig. 3(a)-(f) represents the different methods performs the seg-

mentation process of extraction of objects appearing in an image. 
 

4. Classification 
Here Fig.4presents the results of a number of images which are 

under tested with different algorithms. Here the figures are of 

different categories like sonar image, volcano effected areas and 

terrain regions. All the methods Conventional Otsu, Active con-

tour modified Otsu presents the unmatched count and location of 

objects, regions of testing images. But by proposing method the 

calculated number, location and boundary of the regions extracted 

accurately.  During a training phase the image characteristics are 

analyzed and the classifier organizes the data into different tables. 

In the testing phase all the features are calculated. On the basis of 

the size of the object or the region and location, the observer may 

come in to conclusion about the area. 

Original Image Segmentation Methods 

Conventional Otsu Active Contour Modified 

Otsu 

Proposed Method Manual detection 

    
 

No. of Objects Identified 7 5 10 15 

 

  
 

 

No. of Objects Identified 14 6 15 15 

   
  

No. of Objects Identified 16 9 6 6 

Fig. 4. SAR Image after region extraction using various techniques like conventional Otsu, Active contour modified Otsu and proposed method with three 

different images. 
 

Table.1 Numerical Analysis of  Regions Extraction using the conventional Otsu method 

Method Individual 

Objects 

Area Perimeter Major Axis Minor Axis Eccentricity Extent Circularity 

Otsu Meth-

od 

1 402 151.7817 38.53497 20.38837 0.848567 0.386538 0.219279 

2 99 44.62742 13.46642 10.8128 0.596053 0.6875 0.624657 

3 180 107.9828 41.6016 8.262782 0.980077 0.352941 0.193987 

4 54 43.55635 11.27192 8.156903 0.690169 0.613636 0.357685 

5 62 34.14214 12.86287 7.524768 0.811034 0.574074 0.668375 

6 326 129.6396 39.96713 13.29896 0.943016 0.379953 0.243754 

7 498 154.0244 45.23003 21.30615 0.8821 0.365103 0.263791 
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Table.2 Numerical Analysis of  Regions Extraction using Active Contour Modified Otsu Method 

Method Individual 

Objects 

Area Perimeter Major Axis Minor Axis Eccentricity Extent Circularity 

Active Con-

tour Modified 
Otsu Method 

 

1 486 137.4975 62.81852 11.51327 0.983061 0.380878 0.32304 

2 135 87.45584 43.12285 5.736158 0.991113 0.421875 0.221802 

3 131 60.62742 27.40921 7.177162 0.965108 0.606481 0.447861 

4 60 29.89949 12.6588 6.265193 0.868934 0.769231 0.8434 

5 72 37.45584 17.31972 5.536591 0.947529 0.428571 0.644916 

 

Table.3 Numerical Analysis of Regions Extraction using the Proposed Method 

Method Follicle Area Perimeter Major Axis Minor Axis Eccentricity Extent Circularity 

 
Proposed      

Method 

1 1026 469.2447 118.7789 26.48742 0.974819 0.249392 0.058554 

2 217 188.4092 33.24985 16.3916 0.870039 0.339063 0.076818 

3 100 81.84062 28.65072 6.331731 0.975274 0.235294 0.187617 

4 267 178.4092 42.581 16.1844 0.924952 0.283139 0.105411 

5 116 131.4386 22.45817 16.43681 0.681428 0.292929 0.084377 

6 286 172.267 39.78628 13.62187 0.939563 0.488889 0.121108 

7 730 591.5534 65.4821 35.43656 0.840917 0.226427 0.026215 

8 393 472.4996 48.2703 30.40607 0.776666 0.209043 0.022121 

9 134 91.63961 26.40892 7.791983 0.955481 0.265873 0.200516 

10 282 358.9605 49.63963 21.43337 0.901979 0.218944 0.027502 

 

Human experts identify the number of objects and affected regions 

and area of the affected regions shown in Fig. 4.The tables I-III 

represents the testing results of Sonar image and its detected ob-

ject features. 

 

5. Experiment Results 
 

In the proposed segmentation methods are evaluated by denoised 

image. The implementation and performance results of different 

segmentation algorithms are shown in Fig. 3 including conven-

tional Otsu, Modified conventional Otsu. TheRegion based active 

contour technique generated better results than previous methods. 

Finally, the proposed Hybrid PSO method extracts the different 

regions in the image shown in Fig. 2.The proposed methods give 

the effective results in terms of all the features of extracting ob-

jects which can match the information identified by human experts.  

 

 
Fig. 5.Illusraion of various techniques in the task of target identification in 

SAR processing 
 

From the experimental results as consolidated in comparison chart 

of Fig. 5.Itis observed that our proposed algorithm gives the best 

result over the existing algorithms and assessment by human ex-

perts. Thus, it justifies that the proposed algorithm offers more 

accurate and automatic detection of objects or regions in SAR 

images. 

 

6. Conclusion 

 

This paper presents the efficient system that automatically detects 

the objects and segmented areas acquired in SAR images. The 

SAR image is efficiently segmented for detecting the special re-

gions by hybrid PSO algorithm. This proposed system performs 

more speed and accuracy to meet the specific requirements. There-

fore, this automatic detecting system embedded with Geo graphic 

analyzer that avoids the painful observation of scientists, extracted 

object or region features more precisely. Hence the proposed sys-

tem is an efficient technique that it will use full for analyzing the 

SAR image to study the ground condition, icebergs sizes in the sea 

etc. 
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