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Abstract 
 

This paper presents the effective lossy and lossless color image compression algorithm with Multilayer perceptron. The parallel struc-

ture of neural network and the concept of image compression combined to yield a better reconstructed image with constant bit rate and 

less computation complexity. Original color image component has been divided into 8x8 blocks. The discrete cosine transform (DCT) 

applied on each block for lossy compression or discrete wavelet transform (DWT) applied for lossless image compression. The output 

coefficient values have been normalized by using mod function. These normalized vectors have been passed to Multilayer Perceptron 

(MLP). This proposed method implements the Back propagation neural network (BPNN) which is suitable for compression process 

with less convergence time. Performance of the proposed compression work is evaluated based on three ways. First one compared the 

performance of lossy and lossless compression with BPNN. Second one, evaluated based on different sized hidden layers and proved 

that increased neurons in hidden layer has been preserved the brightness of an image. Third, the evaluation based on three different 

types of activation function and the result shows that each function has its own merit. Proposed algorithm has been competed with 

existing JPEG color compression algorithm based on PSNR measurement. Resultant value denotes that the proposed method well 

performed to produce the better reconstructed image with PSNR value approximately increased by 21.62%. 
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1. Introduction 

Nowadays communication medium rapidly transformed with image 

transformation. So the image compression has taken the essential 

part to reduce not only the storage and band width of the transmis-

sion and also the time and cost. Image compression has been done 

in two ways, lossy and lossless compression. JPEG compression 

method is the one of the most significant lossy compression algo-

rithm. Another one is DWT for lossless image compression. This 

proposed work deals with both JPEG and DWT compression com-

bined with multilayer perceptron. BPNN is one of the Multilayer 

perceptron algorithms. Combination of BPNN and JPEG compres-

sion algorithm eliminates the need of quantization table and entropy 

symbol table and produces the constant bit rate compression. The 

Training algorithm and back propagation neural network is used to 

increase the performance and to decrease the convergence time and 

provide high compression ratio with low distortion [1]. Effectively 

compress a wide range of novel images using back propagation. 

The networks operate and are trained on residual image blocks [2]. 

Haar wavelet transform and discrete cosine transform are consid-

ered and a neural network is trained to relate the x-ray image which 

controls compression method and their optimum compression ratio 

[3]. Back propagation neural network algorithm helps to increase 

the performance of the system and to decrease the convergence time 

for the training of the neural network [4]. Fast BP results such as 

compression ratio (CR) and peak signal to noise ratio (PSNR) are 

computed and compared with BP results. From the results, we no-

ticed that the use of FBP improve the BPNN training by reducing 

the convergence time of image compression learning process [5]. 

Neural network is well suited for real time systems because of their 

fast response and computational times which are due to their paral-

lel architecture [6]. If a network gets trained up successfully with a 

particular activation function, then there is a high probability that 

other activation function will also lead to proper training of neural 

network [7].  

The concept of image compression using ANN and DWT possess 

the advantages of simple computations, fault tolerance, parallel pro-

cessing, robust with respect to error transmission in the communi-

cation media which has made a breakthrough in supervised learning 

of layered neural network [8]. Keeping the quality of the image con-

siderably same even after transmitting via noisy channel in their 

BPNN algorithm. Thus the data transmission can be done with less 

band width, power and storage space [9]. JPEG image compression 

using FPGA with artificial neural networks gives more compres-

sion ratio when compared to existing systems [10]. The implement 

of ANN with CSD based multiplier is thus proven to be one of the 

effective processes for image compression and decompression [11]. 

Steps of back propagation algorithms and manual calculations have 

been displayed [12]. In image compression technique convergence 

time also play main role for quality of image and the back propaga-

tion neural network and Levengberg - marqurdt algorithms estimat-

ing a connection counted in which image compression and conver-

gence time have been improved [13]. The bipolar technique is pro-

posed and implemented for image compression and obtained the 

better results as compared to principal component analysis (PCA 

technique). It is observed that the Bipolar & LM algorithm suits the 
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best for image compression processing applications [14]. Hyper-

bolic tangent function has better performance than sigmoid function 

as the new back propagation network’s activation function for im-

age compression [15].  

In this paper the effective color image compression has been done 

using multilayer perceptron (BPNN) to reduce the spaces needed 

for storing quantization table and entropy symbol table, low com-

putation complexity, constant bitrate with good quality recon-

structed image. The rest of the paper is organized as follows. Sec-

tion II explains the proposed work. Section III discusses the exper-

imental results. Concluding the proposed work has been given in 

Section IV. 

2. Proposed work 

2.1. Image compression 

The general architecture of proposed compression work shown in 

figure 1(a).  The RGB format of an input image converted to the 

YCBCR format then decomposed into the three isolated independ-

ent components. Each component further divided into the 8x8 

blocks of coefficients.  For lossy compression, discrete cosine trans-

form has been applied on every block in each component to separate 

the high frequency coefficients from low frequency coefficients. 

DWT has been applied to extract the approximation coefficients 

from detailed coefficients to implement lossless image compres-

sion. This proposed method implements the haar wavelet with 4 de-

composition level. The output frequency coefficients have been 

normalized using mod function. The BPNN can only accept the 

vector format of data to train and testing process [8]. The 8 x 8 

blocks of normalized data converted into the column vector using 

zigzag scanning process.  Algorithm of proposed image compres-

sion process has been shown in below 

 

Algorithm: 1 

Step 1: Read an input RGB image 

Step 2: Convert the RGB into YCBCR image format 

Step 3: YCBCR image convert into Y, CB and CR  

   component. 

Step 4: For each Component 

 Step 4.1: Divided in to 8x8 blocks 

 Step 4.2: Apply DCT on each block for lossy com

  -pression or apply DWT (haar wavelet  

  with 4 decomposition level) for lossless 

  compression. 

 Step 4.3: Normalization using mod function 

 Step 4.4: Zigzag scanning process 

 Step 4.5: Column vector move to the BPNN. 

Step 5: Reconstruction process 

This proposed JPEG and DWT compression algorithm similar to 

the standard JPEG algorithm except the process of quantization and 

entropy coding. This work saves the memory spaces which are 

needed to store the quantization table of each component and built 

in entropy reference table. This novel compression algorithm uti-

lized the performance of BPNN to improve the constant bit rate 

transferring with low computational complexity and produced a 

better reconstructed image. 

2.2. Back propagation network 

Back propagation network is one of the best training algorithms 

for multi-layer forward network model using extend gradient-de-

scent based delta-learning rule. This algorithm is one of the most 

suitable architecture for compression process. The aim of this algo-

rithm is to train the net to achieve the target value by minimizing 

the delta (error) value. The proposed BPNN architecture shown in 

figure 1(b). It consists of input layer, hidden layer and output layer. 

The back propagation training algorithm consists of four steps as 

below [13]. 

1. Initialization of weights: Small distributed random weights 

have been initialized. 

2. Feed forward process: Each input neuron (Xi) has been re-

ceived the input value and transferred to the hidden layer 

(Zi). Activation function (transfer function) has been com-

puted in each hidden layer using net weight value. 

3. Back propagation of errors: Each output value Yk related to 

the target value  tk to find the error value. Based on the error 

the factor k (k = 1,…m) has been computed and distributed 

back to all neurons in the previous hidden layer. 

4. Updating the weights and biases: The weight and biases have 

been renewed using  factor. 

 

Proposed BPNN architecture has 64 input neurons (nodes) and 16 

hidden neurons with 8000 epochs shown in figure 1(b). Proposed 

multilayer perceptron split into transmitter (encoder) and receiver 

(decoder). The column vector of the normalized coefficients which 

have been calculated from the image compression process is passed 

to the input neurons of the BPNN. In the hidden layer, weights have 

been initialized with random values and multiplied by the vectors 

to calculate the net weight. The activation function has been calcu-

lated in the hidden layer by using the net weight value. The back 

propagation process followed when the bit stream from the hidden 

layer have not been reached the target compressed bit stream. This 

back propagation process continued until the hidden layer produce 

the targeted bit stream or reach the epoch rate. Back propagation 

method has been worked as the quantization process in the com-

pression algorithm. Output stream (compressed image) of hidden 

layer passed through the channel. Receiver end collects the bit 

stream from the channel and moved to the input of hidden layer to 

calculate the output value. To achieve the target value, the  factor 

value normally distributed to the previous hidden units. This pro-

cess continued until the iteration reached the maximum fixed value. 

The output stream of the hidden layer in the receiver side passed as 

the input to the inverse process (decoding) of compression algo-

rithm for reconstruct the original image. Algorithm of proposed 

BPNN has been explained below 

 

Algorithm: 2 

Step 1: Initialize the small random weights. 

Step 2: For each input column vector do step 3 to Step 5. 

Step 3: For i =1, 2, 3 ,…, n. activation of input Xi. 

Step 4: For j =1, 2, 3,…, l. 

Z-inj = Voj + ∑ 𝑋𝑖 𝑉𝑖𝑗
𝑛
𝑖=1  

Step 5: For k = 1, 2, 3, …, m  

Y-ink = Wok + ∑ 𝑍𝑗 𝑊𝑗𝑘
𝑙
𝑗=1  

Yk = f(Y-ink) 
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(b) 

Fig.  1: (a) General architecture of proposed work. (b) Architecture pro-

posed BPNN. 

3. Experimental results 

Performance of proposed work has been evaluated on different 

types of input color images (512 x 512) taken from image pro-

cessing databases [17 and 18] shown in Fig. 2. This paper has been 

implemented using Matlab 2017b. The different psycho visual im-

age samples are standard image (SI), more informative image (MII), 

less informative image (LII), low contrast image (LCI) and darker 

image (DI). The original RGB input image converted to the 

YCBCR image and then converted to the isolated independent lu-

minance(Y), chrominance blue (CB) and chrominance red (CR) 

components. Each component has been divided into 8 x 8 blocks. 

In this proposed method each component consists of 4096 blocks. 

Transformation process has applied on each block to identify the 

low frequency from high frequency coefficients by using DCT for 

making better compression. For lossless compression, DWT has ap-

plied on each block to extract the approximation coefficients. Ap-

proximation coefficients are having the required information of an 

image. The transformed frequencies have been normalized using 

mod function and then converted into the column vector and passed 

to the input of BPNN. These are the forward process of the com-

pression work. JPEG method implemented on one of the sample  

input image, the forward process as shown in figure 3(a) to 3(e). 

 

 
Fig.  2:  Input RGB images (a).Standard image Lena, (b) More informative 
image, (c) Less informative image,(d) Low contrast image,(e) Darker im-

age. 
 

The reverse process can possible to make the reconstructed image 

as shown in figure 3(j) to 3(n). Entropy coding and quantization has 

not been implemented here but BPNN process in the forward com-

pression method performed as the quantization process to compress 

the normalized vector. Initially the compression process has been 

trained and evaluated using a hidden layer with 16 nodes, sigmoid 

activation function with 8000 epochs on MII has been shown in fig-

ure 3. Figure 3(f) shows the decreasing of mean square error (MSE) 

from highest value to lowest value for each epoch in Y component 

BPNN, (g) shows CB component BPNN and (h) shows CR compo-

nent BPNN.   
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Fig.  3:  Compression and decompression process.(a) Original RGB image 

(b)YCBCR image (c)Y component (d)CB component (e)CR component (f) 

Y-MSE (g) CB-MSE (h) CR-MSE (j) Reconstructed Y (k) Reconstructed 

CB (l) Reconstructed CR (m) Reconstructed YCBCR (n) Reconstructed 

Original image. 

 

In this proposed work, the performance comparison of lossy (JPEG) 

and lossless (DWT) compression work with BPNN having 16 neu-

rons and sigmoid activation function evaluated and tabulated in Ta-

ble 1. Reconstructed images of JPEG and DWT methods are shown 

in figure 4. This figure illustrated that DWT (lossless) produces 

more replicated reconstructed image than the JPEG (lossy) due to 

the nature of the compression technique.  

 
Table 1. Performance comparison of proposed lossy and lossless compres-

sion with BPNN. 

 

 

Images 

Hidden layer with 16 nodes 
(Sigmoid function) 

 

PSNR 

(DWT) 

 

PSNR 

(JPEG) 

Exe. 

time(Sec) 

(DWT) 

Exe. 

time(Sec) 

(JPEG) 

 

Standard 

image(SI) 

Y Inf 45.12 720.35 548.27 

CB Inf 45.05 715.08 544.19 

CR Inf 45.22 714.61 548.66 

More in-

formative 

im-

age(MII) 

Y Inf 45.15 728.84 546.30 

CB Inf 45.08 712.52 551.61 

CR Inf 45.15 716.03 548.77 

Less in-

formative 

im-

age(LII) 

Y Inf 45.22 716.91 555.58 

CB Inf 45.18 740.71 552.66 

CR Inf 45.08 720.31 556.18 

Low con-

trast im-

age(LCI) 

Y Inf 45.08 704.87 556.73 

CB Inf 45.08 706.26 556.91 

CR Inf 45.12 698.09 559.21 

 

Darker 

image(DI) 

Y Inf 45.08 698.39 552.80 

CB Inf 45.08 1085.02 548.12 

CR Inf 45.08 690.32 552.65 

 
Our experimental results in Table 1 clearly shows that the proposed 

DWT reproduces the exact reconstructed image like original image 

without error than the proposed JPEG but it consumes approxi-

mately 26.45% more time than the proposed JPEG. 

         
(a)         (b) 

 
           (c) 

 

Fig. 4: Comparision of the reconstructed images from the proposed work. 

(a) Original RGB image. (b) From proposed JPEG (lossy) method. (c) From 

proposed DWT (lossless) method. 

 

The following, BPNN evaluation methods are based on proposed 

JPEG compression technique. Proposed compression method has 

been evaluated based on different sized (number of neurons) hidden 

layers and types of activation function. 

Performance evaluation has been done using hidden layer with 8 

neurons and then hidden layer with 16 neurons to compress the five 

visually different RGB image. Measurement of mean square error 

(MSE), peak signal noise ratio (PSNR), structure similarity index 

(SSIM) and execution time have been evaluated and tabulated in 

Table 2 and Table 3. Each block has generated single bit as a com-

pressed bit (target bit). Sample image contains 4096 blocks has pro-

duces 4096 bit stream after the compression process. So the pro-

posed work generate constant compression ratio of all sample im-

ages. One of the samples of reconstructed SI image from different 

sized hidden layers using JPEG method is shown in figure 5. It 

clearly signifies that reconstructed SI image, from the layer with 16 

neurons, constructed better quality image than the image from the 

layer with 8 neurons. The proposed work infers that when the num-

ber of neurons increases in a hidden layer, it yields the compressed 

image with good quality due to increase of training process and ac-

curacy of target bit stream. 

 

 
Fig.  5:   Decompressed image from different sized hidden layers.(a) Orig-
inal image (b) Hidden layer with 8 neurons (c) Hidden layer with 16 neu-

rons. 
 
Table 2. Metrics of reconstructed image from hidden layer with 8 neurons. 

 

 

Images 

Hidden layer with 8 nodes 
(Sigmoid function) 

 

MSE 

 

PSNR 

 

SSIM 

Exe. 

time(Sec) 

 

Standard 

image(SI) 

Y 2.0 45.12 0.9995 548.27 

CB 2.03 45.05 0.9990 544.19 

CR 1.95 45.22 0.9998 548.66 

More in-

formative 

image(MII) 

Y 1.98 45.15 0.9999 546.30 

CB 2.01 45.08 0.9992 551.61 

CR 1.98 45.15 0.9993 548.77 

Y 1.95 45.22 0.9988 555.58 
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Less in-

formative 

image(LII) 

CB 1.96 45.18 0.9988 552.66 

CR 2.01 45.08 0.9989 556.18 

Low con-

trast im-

age(LCI) 

Y 2.01 45.08 0.9991 556.73 

CB 2.01 45.08 0.9990 556.91 

CR 2.0 45.12 0.9988 559.21 

 

Darker im-

age(DI) 

Y 2.01 45.08 0.9990 552.80 

CB 2.01 45.08 0.9990 548.12 

CR 2.01 45.08 0.9991 552.65 

 

 
Table 3. Metrics of reconstructed image from hidden layer with 16 neurons. 

 

 

Images 

Hidden layer with 16 node 

(Sigmoid function) 

 

MSE 

 

PSNR 

 

SSIM 

Exe. 

time(Sec) 

 

Standard 

image(SI) 

Y 2.0 45.12 0.9995 581.32 

CB 2..01 45.08 0.9988 585.61 

CR 2.0 45.12 0.999 580.42 

More in-

formative 

image(MII) 

Y 2.0 45.12 0.9999 583.31 

CB 2.0 45.12 0.9991 585.63 

CR 2.0 45.12 0.9993 582.71 

Less in-

formative 

image(LII) 

Y 1.95 45.22 0.9988 591.85 

CB 1.95 45.22 0.9986 584.05 

CR 2.0 45.12 0.9989 590.47 

Low con-

trast im-

age(LCI) 

Y 2.0 45.12 0.999 593.47 

CB 2.03 45.05 0.9988 590.50 

CR 1.98 45.15 0.999 591.14 

 

Darker im-

age(DI) 

Y 2.03 45.05 0.999 588.17 

CB 2.0 45.12 0.999 577.83 

CR 2.0 45.12 0.9991 584.32 

 

From Table 2 and Table 3 concluded both the layers produced low 

MSE and high PSNR value for Y component in LII. So both layer 

types have been preserved the brightness of LII.  Proposed method 

produced the MII reconstructed image more perfect than the other 

images according to the structure and preserved the information of 

LII image.  

Performance evaluation of proposed work according to activation 

function has been done by three different types namely, sigmoid 

function, hyperbolic tangent function and Elliot sigmoid function. 

Activation function defines the output of the layer depends on the 

given input or set of inputs [7]. 

 

• Sigmoid activation function: 

Probability of inputs exists only between the range of 

0 and 1, sigmoid is the perfect activation function for 

training the data. Output produces positive numbers 

between 0 and 1. Sigmoid function has been calculated 

using (1) given below. 

Span: 0 < y < 1 

y = 
1

1+ 𝑒𝑥𝑝−𝑥                                                             (1) 

 

• Hyperbolic tangent activation function: 

Output of hyperbolic function produces between the 

ranges -1 to 1.  The advantage is that the negative input 

has been mapped near zero in the tanh graph. It is one 

of the most used activation function. Output has been 

calculated using (2) given below. 

Span: -1 < y < 1 

y = 
𝑒𝑥 − 𝑒−𝑥

𝑒𝑥 + 𝑒−𝑥                      (2) 

 

• Elliot sigmoid activation function: 

Elliot function as similar as sigmoid function without 

exponential term. Output produced the ranges 0 to 1. 

Elliot function computed using (3) shown below. 

Span: 0 < y < 1 

𝜎𝑒 (𝑥) =
1

1 + |𝑥|
 

It can be written as 

𝜎𝑒  (𝑥) =  
0.5(𝑥)

1 +|𝑥|
+ 0.5                                           (3) 

 

These three activation function has applied on five different 

RGB images through the hidden layer with 16 neurons to form the 

reconstruct image. One of the samples reconstructed DI from the 

JPEG with different activation function has been shown in figure 6. 

 

 
Fig.  6:  Decompressed DI image from different transfer function. (a) Orig-

inal DI image (b) Sigmoid function (c) Hyperbolic tangent function (d) El-

liot sigmoid function. 

 
Figure 6 shows the better quality reconstructed image has been pro-

duced by hyperbolic tangent activation function than the other two 

functions. The PSNR value of the five reconstructed images from 

different activation function have been determined and plotted in 

figure 7.  The SSIM and execution time of reconstructed images 

have been calculated and plotted in figure 8 and figure 9. 

 
Fig.  7: PSNR value from different transfer functions 

 
Fig.  8:  SSIM produced from different activation function. 

 
Fig. 9:  Execution time of different activation function on input images. 
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From the figure 7 and figure 8, concluded that Elliot sigmoid func-

tion produced the reconstructed image with low MSE and high 

PSNR than the other two functions. Sigmoid function produced the 

reconstructed image with high SSIM value. Figure 9 shows the sig-

moid and hyperbolic tangent function execute in same rate. 

 
Table 4.  Performance comparison between existing and proposed method. 

  

 

Images 

 

PSNR (dB) 

 

JPEG 

(Existing 

method) 

 

Proposed Method 

 

Sigmoid 

function 

 

Hyperbolic 

Tangent 

function 

 

Elliot 

sigmoid 

function 

 

Standard 

image(SI) 

Y 36.63 45.12 45.08 46.02 

CB 44.55 45.08 45.19 47.08 

CR 43.90 45.12 45.90 46.84 

 

More in-

formative 

image(MII) 

Y 34.04 45.12 45.12 45.85 

CB 43.85 45.12 45.08 45.80 

CR 42.45 45.12 45.12 46.02 

 

Less in-

formative 

image(LII) 

Y 43.55 45.22 45.52 45.98 

CB 45.42 45.22 45.05 46.69 

CR 42.77 45.12 45.08 45.97 

 

Low con-

trast im-

age(LCI) 

Y 38.31 45.12 45.12 46.06 

CB 46.37 45.05 45.05 45.93 

CR 44..87 45.15 45.32 46.02 

 

Darker im-

age(DI) 

Y 37.39 45.05 45.05 45.98 

CB 43.27 45.12 45.12 46.02 

CR 40.40 45.12 45.12 46.23 

 
Table 4 evaluates the PSNR values of the proposed method with 

existing JPEG color compression algorithm without using MLP. It 

signifies that proposed compression method out performs well to 

produce better reconstructed image with increased PSNR value than 

the existing JPEG compression. Elliot function has produced better 

PSNR value than the other two functions. 

4. Conclusion 

This paper presents the effective lossy and lossless image compres-

sion algorithm based on back propagation (MLP) algorithm. Pro-

posed compression algorithm eliminates the need of quantization 

table, entropy coding and produced the constant bit rate compres-

sion. Suggested work performs well to produce better reconstructed 

image with low computation complexity. From the comparison ta-

ble of proposed lossy and lossless method, illustrated that the DWT 

produces better reconstructed lossless image than the JPEG but it 

consumes approximately 26.45% more time than JPEG. Perfor-

mance evaluation has been performed on different types of images 

and results show that when increases neurons in a hidden layer have 

preserves the brightness of an image. MSE, PSNR, SSIM and exe-

cution time have been computed from three different types of acti-

vation function and the graphical results shows that Elliot function 

has produced the better PSNR value, Sigmoid function has pro-

duced better structure similarity of reconstructed image as the orig-

inal image, sigmoid and hyperbolic functions have same execution 

pace. PSNR value of the suggested method has been compared with 

existing JPEG color compression algorithm (without MLP). Result-

ant value denotes that the proposed method well performed to pro-

duce the better reconstructed image with PSNR value approxi-

mately increased by 21.62%. Final results infer that proposed 

method has produced better reconstructed image than the existing 

method. Among the three activation function Elliot is the suitable 

activation function for color image compression according to the 

PSNR value.  For future work different compression algorithm 

could be performed with different neural network architecture. 
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