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Abstract 
 

Feature extraction plays a vital role in the information management system. This paper proposes Tri-Chrominance Texture Pattern 

(TCTP), a feature descriptor for extracting the features from images. This pattern helps to extract the inter-channel chrominance relation-

ship, along with texture information of the image. The analysis were done in a natural image dataset, Corel database (DB1), pure colored 

texture database, Colored Brodaz Texture database (DB2) and a biometric dataset, Indian Face Image database (DB3). The proposed 

work outperforms the existing works in all the datasets. The analysis on DB1 shows significant improvement over the previous works 

like Local Binary Pattern (LBP) (78.64%/57.35%), Local Tetra Pattern (LTrP) (79.84%/56.8%) and Local Oppugnant Color Texture 

Pattern (LOCTP) (82.64%/58%) as 83.25%/58.2% in terms of Average Precision/ Average Recall. The analysis made in the Colored 

Brodaz database (DB1) shows the result of TCTP as improved from LBP (91.75%/75.18%), LTrP (91.64%/76%) and LOCTP 

(99.21%/89.38%) to (99.8%/93.47%).  The Average Recognition Rate (ARR) of face recognition in DB3 database using the proposed 

work shows considerable improvement from LBP (78.2%), LTrP (91.9%) and LOCTP (89.1%) as 88.5%. The computational complexity 

of the proposed work is much lesser than LTrP and LOCTP. 
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1. Introduction 

Images play a vital role in diversified fields. The enormous ad-

vances in technology and inventions such as the computer, televi-

sion and photography play a remarkable role in facilitating the 

capture and communication of images [25]. Since databases of 

medicine, satellite and art works are attracting a lot of users from 

various fields, effective accessing of desired images from huge 

and wide-ranging image databases is now a necessity. As a result, 

the retrieval of relevant information in the large space of image 

and video databases has become more demanding. The processing 

and extraction of the needed information from images are done by 

feature extraction which is based on the low level features like 

color, shape and texture.    

2. Related Work 

Texture measures [12, 23, 27, 30, and 31] extract the visual pat-

terns of the images and their spatial definition. The texture is 

modelled as a two-dimensional gray level variation to extract the 

feature. The texture [24] is represented by properly defined primi-

tives (microtexture) and spatial arrangements (macrotextue) of the 

microtexture. Many researchers [20, 21] made their contribution to 

retrieve the relevant images by using their texture features. Vari-

ous filters were described by Randen and Hussy [35] and Rivero-

Moreno and Bres [36]. The transformations comprise wavelets [15, 

34], wavelet packets [22] and curvelets [39]. Recent technological 

advances allow exploration of human perception of more elaborate 

techniques [7, 8]. In these works, the authors used functional 

Magnetic Resonance Imaging (fMRI) to explore the perception of 

color and shape. Filip et al [9] exploited gaze tracking device to 

identify salient areas on textured surfaces. The texture of an image 

can also be represented by the proper distribution of local intensity 

gradients. This can be implemented by using Histogram of Orient-

ed Gradient (HOG) descriptors [5, 18]. Alvarez et al [2] decom-

posed texture into blobs in the shape of an ellipse and characterize 

the texture by a histogram of these blobs. This method is not able 

to capture blobs’ relations or their interactions as crossings. The 

LBP operator [32] is another texture feature which is being ap-

plied in many applications like texture classification [27, 28, 34] 

texture segmentation [33], face recognition [1] and facial expres-

sion recognition [40]. LBP is a histogram of micro texture patterns. 

For each pixel, a circular neighborhood around the pixel is sam-

pled, and then the sampled values are thresholded by the central 

pixel value. A drawback of the original LBP feature is that com-

plex patterns usually do not have enough occurrences in a texture, 

which introduces a statistical error. 

http://creativecommons.org/licenses/by/3.0/
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3. Proposed Work 

There is no single best representation of an image for all perceptu-

al subjectivity, because the user may take the photographs in dif-

ferent conditions (view angle, illumination changes, etc.). Making 

a suitable representation of these images is an open issue. The 

detailed study on the researches in perceiving the images with 

human color vision [25] is done. For perceiving the images with 

human vision, they suggest to work on separated color spaces [3, 6,  

30]. Even though the texture information provides effective fea-

ture, many researches [6, 10-14] show that combining other fea-

tures along with it may give better results. At the conclusion of 

these studies to incorporate both information about color and tex-

ture and to exhibit the human color vision, local texture feature is 

combined with color feature in opponent color space. This work is 

motivated by [19, 34]. 

The contributions of this work include 

1. The spatio-chromatic feature is extracted instead of only 

gray level information. 

2. Three different patterns are extracted instead of a single 

pattern, which extracts more reliable feature.       

3. The incorporation of three colors helps to get all color in-

formation.   

The Tri-Color Channel Texture Pattern (TCTP) code is generated 

by creating three different inter-channel interaction codes from an 

image. This is done by generating six different sequences of pat-

terns for each inter-channel interaction, which have different color 

combinations in distinct positions. The pattern is calculated by 

using Equation (1).  This extracts the information of an image in 

R-G-B, G-B-R and B-R-G interactive planes by replacing C1C2C3 

with respective color information. 

 

[𝑃𝑎𝑡𝑡𝑒𝑟𝑛 𝑐1𝑐2𝑐3
]𝑖𝑗 =  𝑓(𝑖, 𝑗)]𝑖=1…𝑚,𝑗=1…𝑛                                   (1) 

 

The TCTP code provides the inter-relation between the neighbour-

ing pixels which are taken from various color models. Six differ-

ent combinations of pattern sequences are used in this work, 

which varies for odd and even rows and for three alternative col-

umns. The following Equations (2) to (16) are used for calculating 

the (f(i, j). The Equation (2) gives the values of each odd and even 

row, which are defined in Equation (3) and (4).  

 

f(i, j) = {
g(i, j),     𝑖𝑓 𝑖 𝑖𝑠 𝑜𝑑𝑑

h(i, j),    𝑖𝑓 𝑖 𝑖𝑠 𝑒𝑣𝑒𝑛
         (2) 

 

g(i, j) = {

 u(i, j), j = 1,4,7, …

v(i, j), j = 2,5,8, …

w(i, j), j = 3,6,9, …

        (3) 

 

h(i, j) = {

 x(i, j),         j = 1,4,7, …

y(i, j), 𝑗 = 2,5,8, …

z(i, j), 𝑗 = 3,6,9, …

        (4) 

 

The odd rows of the code have the value g(i, j) whose values var-

ies for different columns (columns-1,4,7,..., columns-2,5,8,..., 

columns- 3,6,9,...) as u(i, j), v(i, j) and w(i, j) using Equations (5), 

(6) and (7) respectively and even rows of the code have the value 

h(i, j) , whose values varies for different columns (columns-

1,4,7,..., columns-2,5,8,..., columns- 3,6,9,...) as x(i, j), y(i, j) and 

z(i, j) using Equations (8), (9) and (10) respectively. 

 

Fig. 1: Six sequences of patterns used for TCCTP 

 

u(i, j) = ∑ {
2l,   if  (a(l) − α1(i, j)) > 0 

0,                         otherwise   
7
l=0          (5)     

            

v(i, j) = ∑ {
2l,   if  (b(l) − α2(i, j)) > 0 

0,                         otherwise   
7
l=0            (6) 

 

w(i, j) = ∑ {
2l,   if  (c(l) − α3(i, j)) > 0 

0,                         otherwise   
7
l=0             (7) 

 

x(i, j) = ∑ {
2l,   if  (d(l) − α4(i, j)) > 0 

0,                         otherwise   
7
l=0          (8) 

 

 z(i, j) = ∑ {
2l,   if  (f(l) − α6(i, j)) > 0 

0,                         otherwise   
7
l=0         (9)         

 

The texture information in relation to the color is extracted by 

using these equations for each column. The mid pixel value for 

each sequence of pattern is assigned as the color value in speci-

fied f(i, j). α1(i, j)  is taken as the red component value, α2(i, j) is 

taken as green component value, α3(i, j) is taken as the  blue com-

ponent value and α4(i, j) is taken as blue component value in the 

corresponding position. Also,  α5(i, j)  is taken as γ value and 

α6(i, j) is taken as γ value. l represents the number of neighboring 

pixels (0 to 7). The γ value is assigned to a much lesser value than 

that of other color component values, which is used for maximiz-

ing the difference between the pixel values. This helps to obtain 

much more complementary texture features for improving the 

retrieval performance, as compared with gray scale texture feature 

extraction, where only the luminance of an image is taken into 

account. Three patterns are extracted from RG, GB and BR planes. 

Figure 1 shows the nine sequences of patterns formed for RG 

plane and Figure 2 shows example for extracting the pattern se-

quences for a block (7X6) from an image. The values a(l), b(l), 

c (l) , d(l) , e(l)  and f(l)  provide the local neighbourhood pixel 

values used for calculating the pattern code of each center pixel in 

RGB plane by using the Equations (11) to (16). The same values 

for other planes can be found out by replacing corresponding color 

values. 
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Fig. 2: Example for extracting the pattern sequences for a block (7X6) 

from an image.  

 

𝑎(𝑙)𝑟𝑔𝑏 = [𝛽, 𝑏𝑟−1,𝑐 , 𝛽, 𝑔𝑟,𝑐+1, 𝛽, 𝑏𝑟+1,𝑐 , 𝛽, 𝑏𝑟,𝑐−1]                     (11) 

 

𝑏(𝑙)𝑟𝑔𝑏 = [𝑏𝑟−1,𝑐−1, 𝛽, 𝛽, 𝑏𝑟,𝑐+1, 𝛽, 𝛽, 𝑏𝑟+1,𝑐−1, 𝑟𝑟,𝑐−1]             (12) 

 

𝑐(𝑙)𝑟𝑔𝑏 =  [𝛽, 𝛽, 𝑏𝑟−1,𝑐+1, 𝑟𝑟,𝑐+1, 𝑏𝑟+1,𝑐+1, 𝛽, 𝛽, 𝑔𝑟,𝑐−1]            (13) 

 

𝑑(𝑙)𝑟𝑔𝑏 =

 [𝑏𝑟−1,𝑐−1, 𝑟𝑟−1,𝑐 , 𝑔𝑟−1,𝑐+1, 𝛽, 𝑔𝑟+1,𝑐+1, 𝑟𝑟+1,𝑐 , 𝑏𝑟+1,𝑐−1, 𝛽]        (14) 

 

𝑒(𝑙)𝑟𝑔𝑏 =

 [𝑟𝑟−1,𝑐−1, 𝑔𝑟−1,𝑐 , 𝑏𝑟−1,𝑐+1, 𝛽, 𝑏𝑟+1,𝑐+1, 𝑔𝑟+1,𝑐 , 𝑟𝑟+1,𝑐−1, 𝑏𝑟,𝑐−1  (15) 

 

𝑓(𝑙)𝑟𝑔𝑏 =

 [𝑔𝑟−1,𝑐−1, 𝑏𝑟−1,𝑐 , 𝑟𝑟−1,𝑐+1, 𝑏𝑟,𝑐+1, 𝑟𝑟+1,𝑐+1, 𝑏𝑟+1,𝑐 , 𝑔𝑟+1,𝑐−1, 𝛽] (16) 

 

Thus TCTP code (𝑃𝑎𝑡𝑡𝑒𝑟𝑛𝑐1𝑐2𝑐3
) is generated by following the 

above steps. By replacing the color information of other interac-

tive planes, two more pattern codes are calculated.    

4. Experimental Results and Analysis 

The experiments are done on two different databases which vary 

in nature. The major finding of this study is texture features can be 

represented well by the distribution of a pixel in relation with the 

neighbouring pixel in the other planes. This helps to incorporate 

the pixel information in terms of color and texture. 

 
Fig. 3: Example images from DB1 

 
Fig. 4: Example images from DB2 

 

In Experiment 1, images from the Corel-1000 database (DB1) [5] 

have been used. For this experiment, 1000 images have been col-

lected to form database DB1. Corel database comprises of large 

amount of images of various contents ranging from animals, out-

door sports to natural images. These images are pre-classified into 

different categories of size 100 by domain professionals. Some 

researchers think that this database meets all the requirements to 

evaluate an image retrieval system because of its large size and 

heterogeneous content. In this experiment, 1000 images are col-

lected which are about 10 different categories. The ten different 

categories provided in the database are bears, dogs, buses, dino-

saurs, elephants, roses, horses, mountains, buildings and ladies. 

Each category has 100 images and these have either 187×126 or 

126×187 sizes. Figure 3 shows sample images from DB1 database. 
 

.  
Fig. 5: Example images from DB3 

 

In Experiment 2, database DB2 [38] database is used, which con-

sists of 110 different textures from Colored Brodatz texture pho-

tographic album. The size of each texture is 640X 640. Each 

640X640 image is divided into twenty five 128 X 128 non-

overlapping sub images, thus creating a database of 2750 (110 X 

25) images. Figure 4 shows sample images from DB2 database. In 

Experiment 3, Indian Faces database (DB3) [16] which is pub-

lished by IIT Kanpur in India is used. In this database images of 

50 persons with 10 sample images with different orientations and 

views are available. There are 25 female subjects and 25 male 

subjects available in Indian Face database. The resolutions of this 

database images are changed into 128 x 128 for computational 
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purpose and one normal face of each subject is used for training. 

This experiment uses 240 expressions variant and 357 pose variant 

faces up to 180º for testing. Figure 5 shows sample images from 

DB3 database. 

4.1. Experiment 1 

In Experiment 1, DB1 is used. The performance analysis is done 

among LBP [28], LTrP [29], LOCTP [17] and TCTP. From the 

figures and tables, it is evident that the TCTP gives a considerable 

improvement over the other methods. 

 

 
Fig. 6: Average precision of DB1 database   

 

Table 1: Average precision of previous and proposed methods for top 
number of matches retrieved in DB1 database 

Methods 10 30 50 70 90 

LOCTP 82.64 73.9 66.14 61.39 58.53 

LBP 78.64 69.7 64.2 61.2 59.44 

LTrP 79.84 71.2 64.71 61.13 59.11 

TCTP 83.25 73.38 66 62 60 

 

 
Fig. 7: Average recall of DB1 database 

 

 
Fig. 8: Average Precision for top number of images retrieved in 

DB1 database 

Table 1 shows average precision of the proposed method and ex-

isting methods for top number of matches retrieved. In all cases 

the results of the proposed method show improvement than that of 

the previous work. Figures 6, 7 and 8, illustrate the comparison 

between proposed method and other existing methods in terms of 

average precision (AP), the average recall (AR), average precision 

for top number of images retrieved in DB1 database respectively. 

From these, the following points are observed that average preci-

sion/average recall of the DB1 database shows an increase in re-

trieval result from LBP (78.64%/57.35%), LTrP (79.84%/56.8%) 

and LOCTP (82.64%/58%) to 83.25%/58.2%. It is clear that the 

proposed method shows a significant improvement in terms of all 

evaluation measures as compared with other existing methods for 

DB1.  

4.2 Experiment 2 

In Experiment 2, images from the Colored Brodatz texture data-

base (DB2) have been used. Each image is analysed by making all 

others as the training image. Table 2 shows the average precision 

for top number of images retrieved in DB2 database. 

Table 2: Average precision (in %) of LBP, LTrP, LOCTP and proposed 

method for top number of matches retrieved in DB2 database 

Methods 5 10 15 20 25 

LOCTP 99.21 97.72 95.78 93.39 89.38 

LBP 91.75 87.37 83.72 79.88 75.18 

LTrP 91.64 87.55 83.86 80.03 75.52 

TCTP 99.8 99.21 98.21 96.93 94.22 

 

 

Fig. 9: Average precision for DB2 database 

 

Fig. 10: Average recall for DB2 database 
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Fig. 11: Average Precision for top number of images retrieved 

from DB1 database 

Figures 9, 10 and 11 show the comparison between proposed 

method and other existing methods in terms of average precision 

(AP), the average recall (AR), average precision for top number of 

images retrieved in DB2 database respectively. From these table 

and figures it can be viewed that the TCCTP gives better im-

provement in retrieval result than that of LBP (91.75%/75.18%), 

LTrP (91.64%/75.52%) and LOCTP (99.21%/89.38%) as 

99.8%/94.22% in terms of average precision/average recall for 

DB2. 

4.2. Experiment 3 

Experiment 3 is done in DB3 database. The analysis is done be-

tween TCTP with LBP, LTrP and LOCTP. The analysis is given 

in the following figures and table. 

 

 
Fig. 12: ARR for DB3 database    

     

 
Fig. 13: Average recall for DB3 database    

 

 

 

 

 

 

Table 3: Average precision of LBP, LTrP, LOCTP and proposed method 

for top number of matches retrieved in DB3 database 

Methods 2 4 6 8 

LOCTP 89.1 78.9 70.87 64.7 

LBP 78.2 61.35 54.53 48.8 

LTrP 91.9 84.05 78.1 72.62 

TCTP 88.5 78.05 71.77 61.82 

 

Figures 12 and 13 illustrate the comparison between proposed 

method and other existing methods in terms of average retrieval 

rate (ARR) and average recall (AR) respectively. Table 3 gives the 

average precision of LBP, LTrP, LOCTP and proposed method for 

top number of matches retrieved in DB2 database. 

 

4.3 Performance Analysis 

 

Table 4: Feature vector length of an image for different methods 

Methods Feature vector length 

LOCTP 3 X 13 X 59 

LBP 59 

LTrP 13 X 59 

TCTP 3 X 59 

 

Table 5: Computation time for feature extraction in different databases 

Methods DB1 DB2 DB3 

LOCTP 1122.23 471.3 440.94 

LBP 114.39 23.79 19.23 

LTrP 285.47 187.31 174.3 

TCTP 115.85 54.92 57.5 

 

Table 6: Computation time for query retrieval in different databases 

Methods DB1 DB2 DB3 

LOCTP 139.8 1239.15 1020.84 

LBP 25.61 176.43 132.3 

LTrP 62.39 472.73 398.4 

TCTP 26.53 179.7 152.76 

 

The feature vector lengths for the databases are given in Table 4. 

From this it can be observed that the feature vector length is com-

pared to be lesser equal than in all the other methods. Tables 5 and 

6 show the computation time of feature extraction and query re-

trieval for LBP, LTrP, LOCTP and TCTP methods. The computa-

tion time for TCTP is almost equal or less than in the other meth-

ods. 

5. Conclusion  

The proposed work, TCTP works well for DB1, DB2 and DB3 

databases. Since TCTP uses all three colors in a pattern sequence, 

it could able to extract the texture information along with the color 

feature. The extraction of individual texture features from all the 

three pairs of opponent color spaces helps to get the interrelated 

features of chromatic-texture pattern. The different sequences of 

patterns in TCTP give different results. This work may further 

improve by incorporating region-based feature extraction. 

Acknowledgement 

This work was carried out with the help of DST-FIST program 

funded for Francis Xavier Engineering College. [Ref.No: 

SR/FST/College – 308/2016] 



20 International Journal of Engineering & Technology 

 

References  

[1] Ahonen, T, Hadid, A & Pietikainen M, “Face description with 

local binary patterns: application to face recognition”, IEEE 
Transactions on Pattern Analysis and Machine Intelligence, vol. 

28, no.12, (2006), pp. 2037-2041.  

[2] Alvarez, S, Salvatella, A, Vanrell, M & Otazu, X, “Perceptual 
colour texture codebooks for retrieving in highly diverse texture 

datasets”, Proceedings of the 20th international conference on 

pattern recognition, (2010), pp. 866-869. 
[3] Ching, HS, Huang-Sen Chiu & Tsai-Ming, H, “An efficient im-

age retrieval based on HSV colour space”, International Confer-
ence on Electrical and Control Engineering, (2011),pp. 5746 – 

5749. 

[4] Corel 1000 and Corel 10000 image database 2010. Available 
from:<http://www.ci.gxnu.edu.cn/cbir/Corel/1.jpg>to  <http:/ 

/www.ci.gxnu.edu.cn/cbir/Corel/ 10000.jpg>. (22 August 2013) 

[5] Deniz, O, Bueno, G,  Salido, J & Dele Torre, F (2011), “Face 
recognition using Histograms of Oriented Gradients”, Pattern 

Recognition Letters, vol. 32,pp. 1598–1603. 

[6] Drimbarean, A & Whelan, PF (2001), “Experiments in colour 
texture analysis”, Pattern Recognition Letters, vol.22, no.1,pp. 

1161–1167.  

[7] Drucker,DM, Kerr,WT & Aguirre, GK (2008), “Distinguishing 
conjoint and independent neural tuning for stimulus features with 

fMRI adaptation”, Journal of Neurophysiology, vol.101, no.6, 

pp.3310-3324.  
[8] Drucker, DM & Aguirre, GK (2009), “Different spatial scales of 

shape similarity representation in lateral and ventral loc. Cerebral 

Cortex”, Journal of Neurophysiology, vol. 19, no. 10, pp. 244 -
252. 

[9] Filip,J, Chantler, MJ & Haindl, M (2009), “On uniform 

resampling and gaze analysis of bidirectional texture functions”, 
ACM Transactions on Applied Perception, vol.6, no. 3,pp.18-33. 

[10] Gevers, T & Smeulders, A, “Pictoseek: Combining colour and 

shape invariant features for image retrieval”, IEEE Transactions 
on Image Processing, vol. 9, no. 1, (2000), pp.102–119. 

[11] Guo, Z, Zhang, L & Zhang, D (2010a), “Rotation invariant tex-

ture classification using LBP variance with global matching”, 
Pattern Recognition, vol. 43, no. 3, pp. 706–719. 

[12] Heikkila, M, & Pietikainen, M, “A texture-based method for 

modeling the background  and detecting moving objects”, IEEE 
Transactions on Pattern Analysis Machine Intelligence, vol. 28, 

no. 4,(2006) pp.  657–662.  

[13] Howe, NR & Huttenlocher, DP, “Integrating Colour, Texture and 
Geometry for Image Retrieval”, Proceedings of IEEE conference 

on computer vision and pattern recognition, vol. 2, (2000) pp. 

239-246. 
[14] Jae, YC, Yong Man Ro & Konstantinos Plataniotis, N, “Colour 

Local Texture Features for Colour Face Recognition”, IEEE 

Transactions on Image Processing, vol.21, no.3,(2012), pp. 
1366-1380.  

[15] Jafari KK & Zadeh, H , “Radon transform orientation estimation 

for rotation invariant texture analysis”, IEEE Transactions on 
Pattern Analysis and Machine Intelligence, vol. 27, no. 6,(2005), 

pp. 1004-1008.  

[16] Jain, V &Mukherji, Indian Face Database 2002. Available 
from:<http://vi-www.cs.umass.edu/~vidit/ IndianFaceDatabase>. 

[22 August 2013] 

[17] Jeena Jacob I, K.G.Srinivasagan, K.Jayapriya, Local Oppugnant 
Color Texture Pattern for Image Retrieval System, Pattern 

Recognition Letters, (2014), 42, pp.72-78. 
[18] Jonathan, B (2010), “Person Following using Histograms of Ori-

ented          Gradients”, International Journal of Social Robotics, 

vol.2, no.2,  pp. 137- 146. 
[19] Kaiser, PK & Boynton, RM (1996), Human colour vision, Opti-

cal Society of America, Washington, DC. 

[20] Kekre, HB, Tanuja, K, Sarode, Sudeep Thepade, D &Vaishali, S 
(2011), “Improved Texture Feature-Based Image Retrieval using 

Kekre’s Fast Codebook Generation Algorithm”, Proceedings of 

first international conference on contours of Computing Tech-
nology, Mumbai.  

[21] Kokare, M, Biswas, PK & Chatterji, BN (2007), “Texture image 

retrieval using rotated Wavelet Filters”, Pattern Recognition Let-
ters, vol. 28, pp.1240–1249.  

[22] Laine, A & Fan, J, “Texture classification by wavelet packet sig-

natures”, IEEE Transactions on Pattern Analysis and Machine 
Intelligence, vol. 15, no.11, (1993) pp. 1186-1191. 

[23] Lategahn, H, Gross, S, Stehle, T & Aach, T , “Texture classifica-

tion by modelling joint distributions of local patterns with Gauss-

ian mixtures”, IEEE Transactions on Image Processing, vol. 19, 

no. 6,(2010), pp. 1548–1557. 

[24] Lerski, R, Straughan, K, Shad, L, Boyce, D, Bluml, S & Zuna, I 
(1993), “MR Image Texture Analysis – An Approach to Tissue 

Characterisation”, Magnetic Resonance Imaging, vol.11, no.6, pp. 

873-887. 
[25] Leo, HM & Dorothea, J (1957), “An opponent-process theory of 

colour vision”, Psychological Review, vol.64, no.6, pp. 384–404.  
[26] Manjunath, BS & Ma, WY, “Texture Features for browsing and 

Retrieval of Image Data”, IEEE Transactions on Pattern Analy-

sis Machine Intelligence, vol.18, no.8, (1996) pp.837-842. 
[27] Maenpaa, T, Ojala, T, Pietikainen, M & Soriano, M (2000a), 

“Robust texture classification by subsets of local binary patterns”, 

Proceedings of international conference on pattern recognition, 
pp. 935-938. 

[28] Maenpaa, T, Pietikainen, M & Ojala, T (2000b), “Texture classi-

fication by multipredicate local binary pattern operators”, Pro-
ceedings of international conference on pattern recognition, pp. 

939-942. 

[29] Murala, S, R. P. Maheshwari and R. Balasubramanian, Local 
Tetra Patterns: A New Feature Descriptor for Content-Based Im-

age Retrieval, IEEE Transactions on Image Processing, (May. 

2012), 21, (5), pp. 2874-2886. 
[30] Ning,  Z, William Cheung, K, Guoping Qiu & Xiangyang, X , 

“A Hybrid Probabilistic Model for  Unified Collaborative and 

Content-Based Image Tagging”, IEEE Transactions on Pattern 
Analysis and Machine Intelligence, vol.33, no.7,(2011) pp.1281-

1294. 

[31] Noureddine, A , “Computational Perceptual Features for Texture 
Representation and Retrieval”, IEEE Transactions on Image 

Processing, vol.20, no.1,(2011) pp.236-246. 

[32] Ojala, T, Pietikainen, M & Harwood, D (1996), “A comparative 
study of texture measures with classification based on feature 

distributions”, Pattern Recognition, vol. 29, no. 1, pp. 51–59. 

[33] Ojala, T & Pietikainen, M (1999), “Unsupervised texture seg-
mentation using feature distributions”, Pattern Recognition, vol. 

32,no.3, pp. 477-486.  

[34] Ojala, T, Pietikainen, M & Maenpaa, T, “Multiresolution gray-
scale and rotation  invariant texture classification with local bina-

ry patterns”, IEEE Transactions on Pattern Analysis and Ma-

chine Intelligence, vol. 24, no.7, (2002),pp. 971-987.  
[35] Pun CM & Lee, MC, “Log-polar wavelet energy signatures for 

rotation and scale invariant texture classification”, IEEE Trans-

actions on Pattern Analysis and Machine Intelligence, vol.25, 
no.5, (2003), pp. 590-603. 

[36] Randen, T & Hussy, JH (1994), “Multichannel filtering for im-

age texture segmentation”, Optical Engineering, vol. 33, no.8, pp. 
2617-2625. 

[37] Rivero-Moreno, CJ & Bres, S,“Texture feature extraction and 

indexing by Hermite filters”, Proceeding of the 17th internation-
al conference on pattern recognition, vol. 1, (2004),pp. 684-687. 

[38] Safia, A & He, D 2013, ‘New Brodatz-based Image Databases 

for Gray scale Colour and Multiband Texture Analysis’, ISRN 
Machine Vision, vol. 2013, pp.20-34. [02 December 2013]  

[39] Semler, L & Dettori, L, ‘Curvelet-based texture classification of 

tissues in computed tomography’, Proceeding of IEEE interna-
tional conference on image processing, (2006), pp. 2165-2168. 

[40] Shan, C, Gong, S & Mc Owan, PW (2005), ‘Robust facial ex-

pression recognition using local binary patterns’, Proceedings of 
international conference on image processing,  pp. 370-373. 

 
 

 

 


