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Abstract 
 

This paper proposes a new speech enhancement framework to improve the quality of speeches recorded under adverse acoustic 

environments based on the speech presence uncertainty. Since the uncertainty evaluation gives a more and clear discrimination about the 

speech and noise, this paper proposes a new uncertainty evaluation mechanism as a preprocessing mechanism to the noise suppression 

methods.  This mechanism relates with energies of a noisy speech signal and classifies the speech segments and noise segments more 

perfectly. In addition to the quality enhancement, this approach also reduces the unnecessary computational burden over the speech 

processing system. Extensive simulations are carried out over the speech signals with different types of non-stationary noises like babble 

noise, exhibition noise, restaurant noise and train station noises and the performance is measured with the performance metrics namely 

the Output SNR, AvgSegSNR, PESQ and COMP. The comparative analysis of proposed approach over the conventional approaches 

shows an outstanding performance in all environments. 
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1. Introduction 

In recent years, due to the rapid growth in the speech oriented 

applications including Automatic Speech Recognition (ASR), 

modern mobile communications and human-computer interaction 

systems through voice communications, speech enhancement has 

become more essential component [1], [4], [5]. All these speech 

based applications becomes ineffective in the presence of a speech 

signal with unnecessary disturbances. For example, in the hands 

free telephony speech communication systems, the microphones 

are typically placed at certain distant from the speaker’s mouth. In 

such cases, various noise sources makes the speech signal 

corrupted, by which the performance of a speech oriented devices 

are not able to process the signal effectively. Generally the speech 

enhancement techniques consists of noise or disturbance 

estimation algorithms by which the speech quality and 

intelligibility increases significantly. However the complete 

elimination of noises form a noise contaminated speech signal 

results in the loss of speech related information also. Hence there 

is need to design an efficient speech enhancement approach with 

less information loss followed by greater noise removal.    

Several approaches have been developed in earlier to perform 

speech enhancement and basically they are grouped into two 

classes, they are subspace methods [2] or time domain methods 

and frequency domain methods [3]. In the case of subspace 

methods, the speech enhancement is applied directly over the 

speech signals whereas in the transform domain, the speech 

enhancement is applied over the transformed values of speech 

signal. Both the methods have their own advantages and 

disadvantages.  

 

 

For instance the subspace methods are simple but the information 

loss is observed to be high due to the direct manipulations over the 

speech signals. On the other hand, the transform domain 

approaches are more efficient but they consume high 

computational resources.  Further some more methods are 

developed based on the evaluations of signal and noise 

uncertainties i.e., measuring the probabilities of the existence or 

non-existence of speech or noise in the speech signals frames. In 

such types cases, the speech signals are subjected to uncertainty 

evaluation and based on the uncertainties, a simple noise filtering 

technique is proposed to remove the noise more effectively form 

every frame.  

This paper proposes a novel speech enhancement approach based 

on the signal uncertainty in Empirical Mode Decomposition 

(EMD) domain. The enhancement in the probability of detection 

provides a clear discrimination between the speech and noise by 

which the quality of speech can be increased by only passing the 

noise dominant samples for further noise suppression.  To achieve 

this objective, a perfect thresholding strategy is required and this 

paper proposed the improved bi-level threshold estimator logic 

through the energy characteristics of speech signals. Compared 

with a single threshold, a dual threshold can achieve more 

effective probability of detection followed by a reduced 

probability of false alarm. The proposed logic also tries to reduce 

the missing probability by which the information loss reduces 

effectively. Extensive simulation are carried out over the proposed 

approach through different speech samples contaminated with 

different noises and at every test, the performance is measured and 

compared with conventional approaches. 

Rest of the paper is organized as follows: Section II describes the 

literature survey details. Section III illustrates the details of 

proposed approach. Details of simulation results are described in 

section IV and the conclusions are provided in section.  

http://creativecommons.org/licenses/by/3.0/
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2. Literature Survey 

Several recent studies have proposed various noise estimation 

algorithms for unknown noise signals. Among the most 

established estimators are those based on minimum statistics [6], 

[7]. For instance, in [6] the power of the noisy signal is estimated 

and observed over a time-span of about 1-3 seconds. The spectral 

noise power is then inferred from the minimum of the estimated 

power of the noisy signal, assuming that speech is absent at least 

for a short duration within the observed time-span. However, if the 

noise power rises within the observed time-span, the noise power 

will be underestimated. While in [7] mechanisms are proposed that 

allow for a tracking of rising noise powers within the observed 

time-span, rising noise powers as caused e.g. by passing cars, are 

usually tracked with a rather large delay. The local 

underestimation of the noise power is likely to result in annoying 

artifacts, so-called musical noise, when the noise power estimate is 

applied in a speech enhancement framework. The further most 

popular techniques are established based on the Minimum Mean 

Square Error (MMSE) [8], [9]. In the MMSE based estimator [9], 

first a limited maximum likelihood (ML) estimate of the a priori 

signal-to noise ratio (SNR) is used to estimate the periodogram of 

the noise signal [10]. However, this simple estimate results in a 

bias, which is then compensated based on a second estimate of the 

a priori SNR. Though, the second estimate provides the 

compensated results, the first bias results in extra complexity.  

Some more approaches are developed in earlier by assuming a 

statistics signal distribution and processing the entire signal in the 

short time Fourier transform (STFT) [11]. However   in the 

algorithms, speech is assumes to be present in the every time-

frequency bin, which reduces the performance. Hence some 

approaches are focused to analyze the speech signal in the short-

time spectral amplitude (STSA) through the signal presence 

probability or uncertainty [12], [13] which provides more efficient 

performance in the noise estimation because the gain function is 

multiplied with the probability of speech presence. In this case 

some approaches tries to detect the signal and some tried to 

estimate the noise through Log-Spectral Amplitudes (LSA) [14]. 

In [13] combined detection and estimation approach is proposed 

for improving performance. This method used a non-continuous 

cost function based on the spectral magnitude square error, which 

was not enough subjectively. A new log spectral amplitude 

estimator based on joint detection and estimation theory is 

proposed in [15] to achieve efficient subjective evaluation. By 

defining the cost function on the log-spectral amplitude error, we 

determine a gain function in the form of a generalized binary 

mask, which enables improved speech intelligibility [16]. Recently 

the binary mask techniques have been proposed as a signal 

processing tool to study and analyze the time-frequency analysis 

and grouping process of the auditory system [17]-[20]. However, 

perhaps motivated by the significant intelligibility improvements 

achievable in this ideal setting, where local target-to-noise energy 

ratios are known with certainty, the binary mask framework has 

more recently been adapted to the practical problem of retrieving a 

target speech signal from a noisy mixture in the non-ideal situation 

where the local target-to-noise energy ratios are unknown, but 

must be estimated from the noisy mixture signal. 

On the other hand, the thresholding based noise suppression is also 

attained a much effective results in the speech enhancement 

research [21], [22]. Different preprocessing approaches including 

the wavelet transform [24], Empirical Mode decomposition [24], 

Discrete Cosine transform [23] etc., are applied over the speech 

signal to study the time-frequency characteristics and then 

deriving a novel threshold to suppress the external noise in the 

noise contaminated speech signal. A new probabilistic speech 

enhancement filter is presented in [25] considering the three state 

possibilities of discrete cosine transform (DCT) coefficients of 

noisy speech: speech absence, speech and noise are constructive, 

and destructive. In this case, the design of an optimal threshold to 

make define the signal is constructive (speech presence) or 

destructive (speech absence) is very important, because the wrong 

assumption results in the speech related information loss.  A novel 

threshold design strategy is proposed in [26] through the 

Generalized signal detector [27] based on the speech signal 

uncertainty. However the threshold derived in this approach is a 

binary threshold by which the signal presence and absence are 

detected with high probability of false alarm. Further the proposed 

speech enhancement mechanism in [22] assumes that the signal 

follows a chi-square distribution in which the samples are assumed 

to be independent, but in real there exists a strong correlation 

between speech samples.  

3. Proposed Approach 

This section illustrates the details of proposed speech enhancement 

technique. Initially the basic speech enhancement process based on 

the Generalized Signal Detector (GSD) is described and next, the 

determination of optimal threshold value is described clearly. Here 

the proposed speech enhancement process applies EMD over the 

noisy speech signal and then obtained IMFs are processed for 

noise estimation. Considering the speech uncertainty as a main 

contribution this approach estimates the noise samples in every 

IMF, perfectly.  

A. Generalized signal detector [27] 

Let y(n) be a noisy speech signal that is the sum of clean speech 

signal s(n) and a noise signal d(n); y(n)=s(n)+d(n). Apply 

empirical mode decomposition (EMD) over the noisy speech and 

divide the every IMF into K segments with every segment having 

equal number of samples. 

 

𝑌(𝑚, 𝑘) = 𝑆(𝑚, 𝑘) + 𝐷(𝑚, 𝑘)                                                     (1) 

 

Where 𝑚 = 1,2, … , 𝑀 is the frequency bin and the 𝑘 = 1,2, … , 𝐾 

is the segment index. 𝑆(𝑚, 𝑘) and 𝐷(𝑚, 𝑘) denotes the speech 

signal and noise signal of mth  frequency bin in the kth segment, 

respectively.  

 Consider two hypotheses 𝐻0(𝑚, 𝑘) and 𝐻1(𝑚, 𝑘) which indicates 

the absence of speech and presence of speech respectively, as 

 
𝐻0(𝑚, 𝑘): 𝑌(𝑚, 𝑘) = 𝐷(𝑚, 𝑘)

𝐻1(𝑚, 𝑘): 𝑌(𝑚, 𝑘) = 𝑆(𝑚, 𝑘) + 𝐷(𝑚, 𝑘)
                                    (2)           

 

In the case of 𝐻0(𝑚, 𝑘), the speech signal is absent and only the 

noise signal is present.  Whereas in the case 𝐻1(𝑚, 𝑘) denotes the 

presence of both speech signal and noise signal.  

Let 𝜎𝑑(𝑚, 𝑘) = 𝐸[|𝐷(𝑚, 𝑘)|2] be the noise variance in the kth 

segment, the speech signal can be detected by the Generalized  

signal detector (GSD) [27] as 

 

𝑊′ = ∑ (
𝑌(𝑖,𝑘)

𝜎𝑑(𝑘)
)

𝑝
𝑁
𝑖=1,𝑘=𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡     

𝐻1

>
<
𝐻0

  𝛿′                                        (3)        

 

Where N is the total number of samples in kth segment, 𝑝 > 0 is an 

arbitrary constant and 𝛿′ is the threshold to be determined. Based 

on the obtained GSD, the probability of detection and probability 

of false alarm are determined as 

 

𝑃𝑑 = Pr (𝑊 ′ > 𝛿′|𝐻1)                                                                  (4) 

𝑃𝐹 = 𝑃𝑟(𝑊 ′ > 𝛿′|𝐻0)                                                                  (5) 

 

Here the 𝑃𝑑 is defined as the probability of correct detection, i.e., 

the result shown by eq.(3) and the assumption are same. Otherwise 

it results under 𝑃𝐹.   

In the earlier GSD based speech enhancement approach, only one 

threshold is determined to differentiate the signal dominant 

frequency bins form noise dominant frequency bins. Though the 

GSD achieves an efficient performance, the high correlation 

between the speech signal and noise results in the increased false 



438 International Journal of Engineering & Technology 

 

 
 

alarm rate. i.e., the noise dominant frequency bins can be 

classified as signal dominant frequency bins and vice versa. In 

such case the probability of detection becomes poor. Hence this 

approach develops a new signal detector through the improved Bi-

level Estimator logic.  

B. Improved Bi-level Thresholding 

In order to obtain an improvement in the estimator logic, bi-level 

estimator logic is presented in this paper. In [27], a two level 

threshold approach is presented.  In two level threshold approach, 

the energy detector operates by considering  discrete samples of 

the IMFs and process them  to form a test statistic, and later these 

test statistics are compared to a pre-calculated threshold, where 𝛿` 

is  defined as the predetermined limit for the signal-threshold 

energy detectors and 𝛿0
`  and 𝛿1

`   are for the bi-level threshold ones. 

When 𝑊′ ≥ 𝛿` it does mean that the speech is presence by which 

the hypothesis is 𝐻1, there may be a chance of very closer to the 

threshold such that it denotes the presence of speech but closer to 

the threshold. In other case, a similar assumption can be a valid 

but in the opposite direction, i.e., the value denotes the absence of 

speech but closer to the threshold.  Otherwise, it represents the 

absence of speech which is the hypothesis𝐻0. Hence the proposed 

improved Bi-level estimator logic introduces two thresholds 𝛿1
`  

and 𝛿0
` , and the signal detection based on their energy values is 

determined through the mechanism shown in figure.2  

 
 

Fig. 1: conventional threshold approach for energy estimator [27] 
 

 
 

Fig. 2: Proposed Bi-level energy estimator logic 

 

According to the figure.2, in the proposed Improved Bi-level 

Estimator, under the condition when 𝑊′>𝛿1
` , it indicates the 

hypothesis H1, and when 𝑊′ ≤ 𝛿0
` , it indicates the hypothesis H0. 

When 𝛿0
`  < W` ≤ 𝛿1

`  indicates the indeterminacy region. This 

indeterminacy region results in the miss probability, 𝑃𝑚 and can be 

defined as  

 

𝑃𝑚 = Pr {𝛿0
` < 𝑊′ < 𝛿1

` }                                                              (6) 

 

In the above expression, the two threshold are derived based on 

the single threshold value 𝛿` through an arbitrary scalar, denoted 

as 𝛽, where 𝛽 ≥ 1, consequently defining 𝛿0
`   = 𝛿`/ 𝛽 and 𝛿1

`   = 

𝛿`* 𝛽 [28].  Here the improved bi-level estimator logic provides a 

clear distinction between the H1 and H0.  

In this case, the determination of signal uncertainty is more critical 

and also important because if there is a large number of samples 

are in the same situation, the probability of detection will be 

suffered. In such case, the correlation can give relation with this 

problem. Finding the correlation between the current segment and 

its neighboring segments will provides the required information 

about the uncertainty detection. Depends on the earlier segments 

state (H1 or H0), the current segment can be determined easily 

even though it is under the constraint shown in eq.(6). 

For each segment k, for k=1,…,K, perform the signal uncertainty 

evaluation individually, i.e., the energy detection with a results of 

𝑊′𝑘. If  𝛿0
` < 𝑊′𝑘 < 𝛿1

` , then the kth segment is determined as a 

speech present or speech absent according to the fusion value 

obtained by fusing the energy detections of all the preceding 

segments, 1 to  k-1. Depends on the preceding segments 

Hypothesis Strategies, the current kth segment is determined.   

Here we use 𝑅𝑘 to denote the information that the fusion strategy 

acquired from the kth segment and it is defined by 

 

𝑅𝑘 = {
𝑊′𝑘        𝛿0

` < 𝑊′𝑘 < 𝛿1
`

𝐿𝑘          𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                                     (7) 

 

Where 𝐿𝑘 is the local decision for kth segment and is defined as 

 

𝐿𝑘 = {
0       0 < 𝑊′ ≤  𝛿0

` ,   

1                 𝑊 ′ >  𝛿1
` ,

                                                        (8) 

 

Based on the obtained local decision, the fusion strategy defines an 

upper bound according to the N-k energy detection values, which 

is given by 

 

𝐷 = {
0    0 ≤ ∑ 𝑊′𝑖 < 𝛿`𝑁−𝑘

𝑖=1

1          ∑ 𝑊′𝑖 > 𝛿`𝑁−𝑘
𝑖=1

                                                       (9) 

 

Where 𝛿` is the energy detection threshold value of the fusion 

strategy according to the appropriate false alarm rate, defined in 

equation (5). Further to achieve the optimal decision static for the 

kth segment, the SNR of every segment is considered and the 

distribution is formulated according to the energy detection theory 

[29] as 

 

∑ 𝑊′𝑖~ {
𝜒2(𝑁−𝑘)𝑢

2                 𝐻0

𝜒2(𝑁−𝑘)𝑢
2  (2𝛾0)      𝐻1

𝑁−𝑘
𝑖=1                                              (10) 

 

Where 𝛾0 = ∑ 𝛾𝑖
𝑁−𝑘
𝑖=1  is the sum of SNR for all the N-k segments. 

Finally the fusion strategy makes a final decision according to the 

decision fusion [30], as follows; 

 

𝐹 = {1    𝐷 + ∑ 𝐿𝑖 > 1𝐾
𝑖=1

0          𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
                                                          (11) 

 

Based on the improved bi-level estimator logic discussed above, 

the all K segments of every IMF are properly divided into noise 

dominant bins and signal dominant bins. Further noise dominant 

bins are processed for thresholding according to the process 

mentioned in [23]. Finally the noise suppressed features are 

combined and reconstructed into a noise free signal.  

Note: A complete description through an algorithm is represented 

in Appendix at the end of the paper. 

4. Simulation Results 

To illustrate the effectiveness of the proposed speech enhancement 

algorithm, extensive computer simulations were carried out with 

10 male and 10 female utterances, randomly selected from the 

TIMIT database. The performance evaluation of proposed 

framework is carried out over different speech signals 

contaminated with different types of noise like Babble Noise, 

Exhibition Noise, Restaurant Noise and Train Station noise. 

Different speech signals are also considered having different 

Signal to Noise Ratio (SNR) values like 0 dB, 5 dB, 10 dB and 15 

dB.  
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To check the performance evaluation of proposed mechanism, 

different performance metrics are measured at different instants. 

The performance metrics considered for performance evaluation 

are overall output SNR and average segmental SNR. Further to 

check the quality of the enhanced speech, a subjective evaluation 

is carried out through Perceptual evaluation of speech quality 

(PESQ) test. Further one more metric, composite speech quality 

measure (COMP) [31] was used for objective performance 

comparison. The COMP quality index is a linear combination of 

different objective quality measures such as Log-Likelihood Ratio 

(LLR) and Weighted Spectral Slop (WSS). The correlation 

coefficients for the linear combination are determined from 

listening tests. The index is given by, 

 

𝐶𝑂𝑀𝑃 = 1.594 + 0.805𝑃𝐸𝑆𝑄 − 0.512𝐿𝐿𝑅 − 0.007𝑊𝑆𝑆      (12) 

 

This is known to be highly correlated with human listening. 

To show the performance improvement of proposed speech 

enhancement algorithm, it was compared with conventional 

approaches proposed by Tafiq.et.al, [22] S.N. Rao et.al, [23] and 

the Saggurti.et.al, [26]. The obtained simulation results for 

different noise types are represented form figure.3 to figure.6. 

Further the performance evaluation is measured through the 

performance metrics for all the above test cases and the obtained 

results are shown in the following figure.7.  

 
(a)                                                                                         (b) 

 
(c)                                                                                         (d) 

 
Fig. 3: Obtained results for clean speech with Babble Noise,  

(a) Noisy Speech, (b) Spectrogram of (a), (c) Noise Free Speech, (d) Spectrogram of (c) 

 

 
(a)                                                                                         (b) 

 
(c)                                                                                         (d) 

Fig. 4: Obtained results for clean speech with Exhibition Noise,  

(a) Noisy Speech, (b) Spectrogram of (a), (c) Noise Free Speech, (d) Spectrogram of (c) 
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(a)                                                                                         (b) 

 
(c)                                                                                         (d) 

 
Fig. 5: Obtained results for clean speech with Restaurant Noise,  

(a) Noisy Speech, (b) Spectrogram of (a), (c) Noise Free Speech, (d) Spectrogram of (c) 

 

 
(a)                                                                                         (b) 

 
(c)                                                                                         (d) 

 
Fig. 6: Obtained results for clean speech with Train Station Noise,  

(a) Noisy Speech, (b) Spectrogram of (a), (c) Noise Free Speech, (d) Spectrogram of (c) 
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(a)                                                                                                 (b) 

 
(c)                                                                                                 (d) 

 
Fig. 7: Performance metrics evaluation and comparison, Average value of  

(a) Output SNR, (b) AvgSegSNR, (c) PESQ and (d) COMP for different noise types  

 

Figure.3 to figure.6 shows the results obtained after the simulation 

of proposed approach. Totally the simulation has considered 10 

female and 10 male speech samples and only few of them are 

represented above. Figure.3 represents the results related to the 

babble noise, figure.4 describes the exhibition noise related results, 

figure.5 is of restaurant noise related results and the figure.6 

belongs to the Train station noise related results. In all the figures, 

the spectrograms of noisy speech along with the spectrogram of 

noise free speech are represented. As it can be observed that the 

noise free speech is more efficient compared to the noisy free 

speech.  

Further the figure.7 shows the comparative analysis between the 

proposed and conventional approaches through the obtained 

performance metrics such as Output SNR, AvgSegSNR, PESQ 

and COMP. All these metrics are measured first for the proposed 

approach over its accomplishment on the clean speech signals 

contaminated with different types of noises such as Babble, 

Exhibition, Restaurant and Train Station noises at different SNR 

values. Further they are subjected to averaging and compared with 

conventional approaches. The comparative analysis shown in the 

figure.7 describes the efficiency of proposed approach. On an 

average the proposed approach achieved an improvement of 

1.2856dB, 0.8681 dB and 0.35593 dB in the overall output SNR 

form the conventional approaches Tafiq.et.al.,[22] S.N.Rao et.al., 

[23] and the Saggurti.et.al., [26], respectively. Similarly on an 

average the proposed approach achieved an improvement of 

0.0612dB, 0.0345 dB and 0.0041 dB in the Average AvgSegSNR 

form the conventional approaches Tafiq.et.al.,[22] S.N.Rao et.al., 

[23] and the Saggurti.et.al., [26], respectively. Further the 

performance improvement with respect to the PESQ is observed to 

be 0.9158, 0.7109, and 0.3389 form the conventional approaches 

Tafiq.et.al.,[22] S.N.Rao et.al., [23] and the Saggurti.et.al., [26], 

respectively. Finally the COMP metrics is observed as 0.6212, 

0.3450 and 0.1151 respectively.  

5. Conclusion 

A new speech enhancement approach is developed in this paper to 

enhance the quality of speech recorded under adverse acoustic 

environments.  This approach is completely oriented to the 

uncertainty evaluation of speech presence and absences. Unlike 

the conventional approaches those applies noise estimation 

directly over the noisy contaminated speech signals, this approach 

first discovers the noise dominant bins and speech dominant bins 

more accurately and then applies the noise suppression method to 

remove the noise. The proposed improved bi-level estimator logic 

is presented in this paper to perform an accurate segmentation 

through the energy based threshold. This approach mainly aims to 

increases the probability of detection such that the noise dominant 

bins are only subjected to noise filtering, results in the quality 

enhancement. Experimental evaluations are done over different 

types of noises and the performance is measured with some 

performance metrics including Output SNR, PESQ and observed 

an effective improvement over the conventional approaches. 
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Appendix  

Algorithm 1: Speech Enhancement Algorithm 

Input:       A noisy speech signal X 

Output:    Noise free speech signal Y 

%%%%%%%%%%%%%%%%%%%%%% 

Initially apply Empirical mode decomposition over the noisy speech signal X, as 

IMFs{N} = EMD(X)              // Apply EMD to get N IMFs 

For i=1:Length(IMFs)-1        // For loop to process every IMF, except last IMF (residual) 

IMF = IMFs{i}; 

Ln = length(IMF)                  // number of sample in the every IMF 

Segments = Ln/SL                // SL = Segmentation Length 

Threshold = Th [26]             // derived according to the Ref.[26] 

For j = 1:SL:Ln 

Seg_m = IMF(1, j:SL) 

Seg_s = Sum(Seg_m).^2/(Variance(Seg_m)) 

t=1;  Th0 = Th/Beta;  Th1 = Th*Beta; 

If Seg_s  >  Th1 

Seg_sd {t} = Seg_m             // speech dominant segments 

t=t+1; 

Elseif Seg_s  < Th0 

Seg_nd {t} = Seg_m           // noise dominant segments 

t=t+1; 

Else Th0<Seg_s<Th1 

Find the fusion decision according to the preceding segments and segment into one of the categories. 

End 

End 

End 

➢ Apply Noise Suppression according to the Ref. [23] over only noise dominant segments. 

➢ Concatenate the noise suppressed segments with speech dominant segments and reconstruct the noise 

free speech signal, Y.   

 


