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Abstract 
 

Thermal imaging is used in numerous applications, especially in security, medical and other industry which requires a non-contact temper-

ature measurement. This proposed algorithm improves the thermal image and makes more visible the separation of the sampled object 

from its background. The extracted image is produced by the following techniques: the pre-processing techniques are the combination of 

K-means clustering, and inverted Otsu method; canny edge detection and color mapping are used for highlighting the necessary character-

istics of the sampled thermal image. The experimental results of this proposed algorithm show significant distinguishable features in terms 

of edge and color enhancement. It outperforms the other color correction method in terms of processing time, and the implementation 

reduced the resource utilization. Moreover, it minimizes the misclassified pixel in different noise variance. This work is synthesized with 

Xilinx Zync 7000 ZED ZC702. 
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1. Introduction 

Thermal imaging is a method to convert the invisible radiation 

pattern effect of an object into visible images for feature extrac-

tion and analysis. It was developed for military purposes but these 

days gained a wide application in various fields such as aerospace, 

agriculture, medicine, and non-destructive testing fields. It can be 

applied in all fields where temperature variance is important for 

evaluation, diagnosis, or analysis of a process or product. The pro-

cess is to identify the invisible infrared radiation effects, and mak-

ing it visible to human eyes [1-2]. An ordinary camera is possible 

to record the data images event at a distance in real time, however, 

deterrent effects cannot be avoided such as noise which reflects 

lighting effect especially when s regular RGB cameras are used [3]. 

Therefore, thermal imagery equipment is used. The basic concepts 

in thermal imaging technology are based on the relationship be-

tween the object’s characteristics and the intensity of infrared radi-

ation effects and includes the temperature of objects and its sur-

roundings. The most valuable application of thermal imaging is to 

detect any leak problems and in an industry that involves thermal 

anomalies. Figure 1 shows an example of thermal imaging, it shows 

that the compressor is already on over-heated stage or showing an 

abnormal heat. 

A thermal imager equipment alone is enough, it only defines the 

image preliminary characteristics, because sample images have un-

necessary characteristics like with high noise, low contrast, back-

ground interferences etc. [4]. Implementing an appropriate algo-

rithm to facilitate these existing drawbacks. This paper shows an 

alternative algorithm to identify the optimum thermal image char-

acteristics and certain parameters related to thermal imaging and 

how to diagnose these faults. 

 
Fig. 1: Thermal Imaging Helps Find/Solve Problems in Process Equipment 
with Abnormal Heat Flow. (Www.Thermalimagercamera.Com). 

 

The main concept of this proposed algorithm is to solve the existing 

drawback of Otsu technique and K-means clustering method. In 

Otsu method, the assumption on the histogram is to have bimodal 

distribution and to have a deep and pointed notch between two 

peaks. However, if the of the object area is smaller than the back-

ground, it will result in a non-modality histogram [5]. Moreover, 

the gray level of the histogram is degraded if the variances of the 

object and the background intensities are larger than the mean dif-

ference, resulting to an incorrect threshold in the segmentation error. 

On the other hand, K-means clustering uses a local optimal method 

which does not require computing a gray level histogram before 

running, and it is appropriate for multilevel thresholding to compare 

in Otsu method. However, it is difficult to predict the k-value, and 

it does not work properly in the global clustering mode. Moreover, 

with different initial partitions, it will result in a different final clus-

ter. Additionally, and, it will not work well in clusters of different 

size and density. Furthermore, this paper proposed a histogram 

clustering threshold based on color correction algorithm [6] using 

an iterative threshold, the minimum histogram difference is com-

puted and correct the target object. Achieving better thermal object 
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characterizations in terms of shape information, edge images. 

Lastly, this is implemented in an FPGA-based platform which elim-

inates unnecessary hardware and minimizes the processing time [7-

8]. 

The rest of this paper is organized as follows. In Section 2, discus-

sion of some related works to the proposed algorithm such as the 

basis of thermal concept, thermal images characteristics and exist-

ing works based on Otsu method, K-means, color mapping and 

other techniques in thermal imaging. Section 3 presents and de-

scribes the proposed algorithm, it includes implementation details. 

Experimental results and discussion are provided in Section 4. Fi-

nally, in Section 5, concludes this work. 

2. Review of related works 

In this section, some related works that are relevant to the proposed 

algorithm like the K-means clustering scheme [9-11], Otsu method 

[12-14] and color mapping techniques [15-18] for image enhance-

ment are discussed. Material investigations are also involved, which 

called as nondestructive testing techniques. This method is defined 

as the method for examining a part, material, images, or system 

without impairing the original object [19-20], resulting in high reli-

ability and cost-effective method. 

Thermal imaging or thermal video are techniques under infrared 

imaging science. The basic concept is to improve an object or image 

to make it more visible to the naked human eye. Moreover, it helps 

to analyze by detecting the objects’ infrared radiation pattern and 

its existing problems. The thermal imaging theory consists of three 

independent processes such as focused thermal radiation on the ob-

jects and its surroundings, the effect of the temperature pattern over 

the affected area and the physical property of the object, and 

changes in the communication to the human eye. The range of ra-

diation detection of thermal imaging cameras in the electromagnetic 

spectrum is around 9-14 m and the produced image is called as the 

thermal image or thermograms. A number of characteristics are 

considered in observing or, detecting an object in a background, 

these necessary elements are target-to-background contrast, sensor 

performance, and caused by atmospheric attenuation [21-23]. 

Also, thermal imagery is difficult to interpret and process with there 

is an existence of moisture absorption in the atmosphere. Normally, 

all objects emit infrared energy or electromagnetic energy at the 

speed of light as thermal heat. These electromagnetic energies are 

radiated in forms of waves with electrical and magnetic properties. 

Using a thermal imaging technology reveals that are not visible to 

the naked eye. Moreover, these thermal imageries can capture ther-

mal images without making direct contact with the sample being 

tested. Therefore, the image being tested can capture thermal details 

at a safe distance and have a better chance of seeing temperature 

anomalies under normal operating conditions. 

The thermal image is associated with different characteristics based 

on the IR radiation. These characteristics are absorptivity, emissiv-

ity, transmissivity, and reflectivity of infrared radiations [24] and 

the effects vary differently for every objects/material. Kirchhoff’s 

law stated that the relationship between these characteristics as 

shown in (1) 

 

 +  +  = 1                                                                                  

(1) 

 

Where  is the absorptivity,  is reflectivity and  is for transmis-

sivity [25]. During thermal equilibrium of an object, the absorption 

is equal to emission. For opaque objects equation can be expressed 

as (2) 

 

 +  = 1 or  +  = 1                                                                    

(2) 

 

Where  is the emissivity of the object. 

Absorption of materials, thermal energy transmission, the intensity 

of emission, and the reflection of radiation are some factors affect-

ing the thermal properties of the sample object to be measured. Fig-

ure 2 shows the factors that affect the sample object. The infrared 

sensors in thermal camera receive the total IR radiation emitted 

from the object’s surface is directly related to the object’s emissiv-

ity and its temperature, and define as the Stefan-Boltzmann Law 

[26-27] as shown in (3) 

 

E = T4                                                                                        

(3) 

 

Where E is the total amount of emitted radiation in an object per 

square meter,  is the Stefan-Boltzmann constant as 5.67 X 10-8 

2 4

W

m K  and T is designated for the temperature and measured in 

Kelvin (K). Therefore, the object’s temperature can determine if the 

emissivity of the object and total radiation emitted are known. 

 

 
Fig. 2: Notations of the Factors Affecting the Thermal Properties of the 

Sample Image. 

 

Digital image processing methods can improve the image infor-

mation for further analysis and processing appropriate for data stor-

age, transmission mode, and representation for automated machine 

recognition. Numerous algorithms are available were developed to 

enhance a more accurate image information [28-30] using digital 

image processing for different applications. Reference [31] de-

scribes one thermal image enhancement application using the in-

verted Otsu method. This work used an enhanced color mapping 

algorithm with inverted Otsu method however, it has no threshold-

ing process for object segmentation and does not characterize the 

enhanced thermal image. 

The thresholding algorithms presented in [32] proves that no single 

algorithm can enhance a thermal image. Also, the paper that is pre-

sented in [33] shows the selected thresholding methods from vari-

ous categories and compared to measure the performances for dif-

ferent applications. However, no specific method was concluded 

which is appropriate for thermal image application. While in [34] 

presented a method for image thresholding and it was simulated in 

MATLAB. But it has no detailed description of the iteration pro-

cess. The result in edge mapping which is presented in paper [35] 

uses edge direction and magnitude is far better against in using the 

edge magnitude alone. 

Lastly, various papers presented with specific applications. In [36] 

discussed an algorithm for face detection utilizing thermal images, 

however, this paper has no actual hardware set-up and simulation. 

Reference [37] application is for thermal imaging of electrochemi-

cal power systems. This paper describes the related techniques of a 

thermal image for electrochemical power systems with the primary 

focus on fuel cells and batteries. Moreover, reference [38] is dedi-

cated for analyzing a thermal image in the medical field. 

This proposed algorithm was compared with stationary wavelet 

transform and to the morphology technique. The stationary wavelet 

transform has been used in several images processing applications. 

The SWT transform is applied to the image for edge enhancement 
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and this method does not decompose an image, the sub-bands will 

have the same size as the input image [39]. On the other hand, mor-

phological image processing deals with the shape of features in an 

image [40]. The morphological operations are used to remove im-

perfections which were introduced during segmentation. 

Moreover, there several characteristics of thermal images based on 

its applications. The three most important are listed below. 

1) The response to the temperature of an object, as shown in 

equation (4), the radiance of an object is a function of its tem-

perature. This equation describes the relationship is known as 

Planck’s equation. 

 

W (, T) = e() 1 2

5
exp( ) 1

c c

T 

 
 

 
                                                  

(4) 

 

Where W (, T) is the radiance for a wavelength  and measures in 

m while T stands for temperature in Kelvin, e() is the emissivity, 

c1 and c2 are the constants for this Planck’s equation. The radiance 

is given in units of watts m-2 steradians-1 m [41]. Therefore, a ther-

mal imager (thermal camera) can be used as a means of measuring 

the object’s temperature and can provide a two-dimensional distri-

bution graph between the relative and actual temperature which is 

appropriate for different types of applications. 

2) The passive imaging is one of the important characteristics 

because there is no required external source of radiation is 

needed, the result provides a means of seeing at night-time, 

or even in poor illuminations. 

3) Wavelength plays a vital part in visuality.  

With these above characteristics, features like edges, shape, and 

size of the hottest regions can help to determine, characterize and 

detect the abnormalities of the subjected thermal images. Thus, this 

approach can play a significant role in many applications. Further 

enhancement and image processing can be employed to character-

ize the detected regions or segment for analyzations. Consequently, 

image processing plays a vital role in thermal imaging applications. 

Enhancing or developing an algorithm for thermal images can pro-

vide more reliable and accurate imaging method. 

3. Proposed algorithm 

This proposed algorithm aims to achieve a more vivid and sharp 

edge of thermal images for characterization. Figure 3 shows the 

proposed algorithm, the original input thermal image will be fed 

into three different channel (K-means clustering, inverted Otsu and 

high value thermal threshold processor), the resulting thermal im-

ages from K-means clustering and inverted Otsu will be subjected 

to Canny edge detection to extract some useful information (char-

acteristics) from different point of visibilities and minimize the 

amount of data (information) to be processed. Then, the red color 

mapping will extract the red portion from the output of the high-

value thermal threshold. And all three outputs are combined to-

gether using a summing component. 

To validate and verify the proposed algorithm, it was synthesized 

using the Xilinx Zynq 7000 ZC702 board. And, to manage the test-

ing and simulation, an actual set-up was constructed to link with the 

Xilinx board. The set-up configuration is shown in Figure 4, it in-

cludes a thermal camera, FPGA board, and pc for configurations, 

etc. Also, Table 1 shows the details of the selected tools used for 

experimental testing. Additionally, different sample images were 

simulated using the three different techniques (stationary wavelet 

transform, the morphological technique, and the proposed algo-

rithm) for comparison purposes. 

 

 
Fig. 3: Proposed Algorithm. 

 

 
Fig. 4: Hardware Set-Up of the Proposed Algorithm. 

 
Table 1: Selected Tools Used for Testing 

Software Test tool Visual studio, openCV 2.4.11 

Hardware test tool Vivado 2017.2 (the complete design is a 

parallel interface based on ARM and 

FPGA) 

Simulation tool Isim 



International Journal of Engineering & Technology 1133 

 

4. Discussion and analysis of results 

To facilitate the efficiency of the proposed method, a comprehen-

sive experimental analysis is conducted. The experimental set-up 

uses different images which are analyzed to extract important fea-

tures, object’s characteristics, and to identify any noise. If in case 

of discrepancy between the required ranges of the threshold, the 

misclassified pixels or frame is processed in order to enhance its 

quality. Also, this algorithm involves noise reduction that augments 

the signal to noise ratio during the radiation exposure, then to high-

light some features which are not visible in the original images, 

contrast balance is used. Finally, edge detection method aims to de-

fine the discontinuities in the frame for consideration. Then, to il-

lustrate the performance of the three different methods, the different 

images were simulated using SWT, Morphology and the proposed 

algorithm to verify which among the three methods can have a good 

result.  

The experimental results show that the output image using the pro-

posed algorithm outperforms the other techniques in a number of 

important features. To assess the perceptual quality of the sample 

image, various features could be estimated that may represent sub-

jective quality which characteristics could be considered as desired 

or unwanted. Table 2 shows the tabulated comparison between the 

three methods in terms of edge visibility, contrast, and brightness. 

 
Table 2: Comparison of Thermal Object Characteristics Results Using the 

Three Methods 

Thermal object 

characteristics 

Method 

SWT Morphology Proposed 

edge visibility partially visible 
partially visi-

ble 

detecta-

ble 

object to back-
ground contrast 

Ambiguous (no 
difference) 

partially dis-
tinct 

distinct 

object brightness almost dull vague 
noticea-

ble 

 

The results under the SWT method shows an ambiguity or almost 

unrecognizable to differentiate between the object and its back-

ground. While in the Morphology scheme, reveals partially visible 

the edge and contrast, but the object brightness is hazy. However, 

if this proposed algorithm is implemented the three thermal object 

characteristics are all noticeable. It shows that the enhanced thermal 

image by the applied algorithm has a more visible appearance and 

thermal object characteristics are more visually recognizable. The 

enhanced thermal image by the applied algorithm has a more visible 

appearance and thermal object characteristics are more visually rec-

ognizable. Compared to the other methods, the image enhanced by 

the algorithm maintains a better contrast, displays a higher bright-

ness and colors to make a distinction between the object and its 

background. 

The results show in Figure 5 are the thermal images tested during 

simulation of the proposed algorithm. These images provide a 

sharper edges making it more readily recognizable and show the 

outlines and boundaries between the object and its background. Rel-

ative to this, the resulting image emphasizes the thermal regions of 

the object as shown by the red area without losing its visibility. To 

further justify the performance of the proposed method under noisy, 

certain thermal images are contaminated by Gaussian noise and 

subjected to comparison using the three methods (SWT, Morphol-

ogy, and proposed algorithm). Figure 6 shows the thermal images 

corrupted by Gaussian noise in different noise variances. Each noise 

variance tests 20 images. Since the noise variance is a random pro-

cess, the testing repeats the process in 10 times and average the re-

sults. 

Table 3 shows the operating time of the three methods simulated to 

verify the three methods. Table 4 shows the resource utilization us-

ing this FPGA-based implementation, it shows that the designed 

memory architecture is lower than the two other methods. 

 

 
Table 3: Processing Time Using the Three Methods 

Methods Software CPU (i7 GHz), RAM (2,400 MHz) 
Hardware 
Simulation clock Frequency: 500 MHz 

SWT 166 ms 0.456 ms 

Morphology 172 ms 0.288 ms 
Proposed 158 ms 0.322 ms 

 
(A) (B) (C) (D) (E) 

     
Fig. 5: (A) Original Image, (B) Integrated K-Means Clustering and Inverted Otsu Thresholding Image, (C) Heat Source Image, (D) Canny Edge Detection 

Image, (E) Image Results. 
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Fig. 6: Comparison of Thermal Images Corrupted by Gaussian Noise in Different Noise Variances Using the Three Methods (SWT, Morphology, and 

Proposed Algorithm). 

 
Table 4: Resource Utilization of SWT, Morphology, and Proposed Scheme 

Logic SWT Morphology Proposed Available 

Number of slice 582 416 418 19,200 
Number of 4 input LUTs 388 400 384 19,200 

Number of fully used 

LUT-FF pairs 
402 622 352 44,977 

Number of bonded IOBs 24 30 28 220 

Number of Block 
RAM/FIFO 

2 2 2 32 

 

5. Conclusion 

The proposed algorithm aims the targets in terms of edge and 

boundary segmentation between the sampled object to its back-

ground. The image result after the proposed method is more robust 

to noise. Also, it minimizes the misclassified pixels when subjected 

to contamination like the Gaussian noise variance. Moreover, the 

original thermal regions on the sampled objects are naturally diffi-

cult to identify and almost invisible to the human eyes, but using 

the proposed algorithm, it can be easily detected in the enhanced 

image result. Furthermore, the presented results show a clear im-

provement in processing time, and the hardware utilization is re-

duced compared to SWT and Morphology techniques. 

Lastly, this paper contributed to the development of in thermal im-

ages in visual recognition category and can be applied in healthcare, 

image retrieval, and data mining, especially in the non-destructive 

testing applications. 
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