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Abstract 
 

The bank is a type of company that acts as the executor of monetary policy and as a guarantor of the stability of the financial system of a 

country. Total assets are an important aspect for a bank to generate net income. Return on Assets (ROA) is a profitability ratio to measure 

the ability of a bank in generating profits with all investments owned. This study predicts the total assets of the largest banks in Indonesia, 

referring to the Indonesia Stock Exchange data from 2005 to 2016. The time series data model used is Autoregressive (AR) model and 

Multi Input Single Output (MISO) Autoregressive with exogenous input (ARX) model. Adaptive Artificial Neural Network Back-

propagation (Adaptive ANN-BP) is used as an approximation model of both models.  
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1. Introduction 

Bank has a role as an executor of monetary policy and to maintain 

the stability of country’s financial system. Financial statement 

analysis is an important part of knowing the company's ability to 

generate profit. The Cross-Sectional Analysis and Time Series 

Analysis are commonly used to analyze the financial ratio [1]. 

The Bank is a financial intermediary institution generally estab-

lished with the authority to accept deposits of money, lend money, 

and issue promissory notes or banknotes. The word bank comes 

from Italian “banca” means a money changer. 

There are three types of bank financial ratios, one of which is 

profitability ratios. This ratio is used to measure the business effi-

ciency and profitability of a bank in a certain period. Return on 

Asset (ROA) is a profitability ratio to measure a bank's ability to 

profit from all its investment [1]. Higher ROA indicates the high 

capital intensity of a bank to its total equity. In this case, can be 

stated ROA has a positive influence on changes in net income. 

A Net income equal to profit and loss is defined as the residual 

amount of all revenues and gains over all expenses and losses for a 

specified period. Net income can also be reviewed from the per-

spective of ROA and ROE (Return on Equity). Higher ROE indi-

cates the higher efficiency level of capital management of a bank. 

In this case, can be stated ROE has a positive influence on chang-

es in net income. 

Total assets refer to the total number of assets owned by a person 

or entity. An asset is an economic, tangible or intangible source, 

which can be owned or controlled to produce a value and held by 

a company to generate a positive economic value. Simply put, an 

asset is a value of ownership that can be converted into cash. The 

total asset can be analogized as a standard asset, an asset that does 

not describe a problem or weakness with respect to principal and 

interest redemption. In other words, such assets do not carry more 

than the normal risks attached to the business [1].  

Forecasting total assets will be helpful in terms of measuring the 

ability of a bank to generate profit from all its investments. Fore-

casting is the activity of predicting or predicting what will happen 

in the future with a relatively long time. To predict it requires 

accurate data in the past, so that can be seen prospects of future 

situations and conditions. Usually, the data in the past is expressed 

in the form of time series data. 

There are many studies that have been done in the area of forecast-

ing. Various methods have been applied to obtain acceptable fore-

casting results. Time series data modeling becomes very important 

to guarantee the results. The statistical method is the most 

conventional method used to perform various forecasting activities 

through time series data modeling. 

The ARIMA (Auto Regressive Integrated Moving Average) [2-4] 

model has been used to predict the volatility of the stock market 

industry. The results have also been compared with the ARIMA-

WT (Wavelet Transform) model combination. This research has 

been conducted in [5]. The NPA (Non-Performing Asset) time 

series data model forecasting on selected public sector banks with 

semiparametric approach has been done in [1]. ARIMA model and 

Box Jenkins methodology have been used for forecasting of bank 

credit to public and private sector in [6]. Research on the mapping 

of parametric and nonparametric statistics in data analysis in mar-

keting research has also been done in [7]. 

To improve forecasting results, many researchers have applied 

machine learning methods in some forecasting activities. Machine 

learning methods have been used independently, combined with 

inter-methods, even combined with various statistical methods 

such as in [8-22]. 

In this study, the prediction of the total asset is based on the time 

series data modeling using AR and MISO-ARX models. The MI-

SO-ARX model uses only two independent variables obtained 

from the equation of ROA. Both models are implemented by using 

the ANN-BP. The net structure is trained using adaptive learning 

method. The trained net structure is then used to predict total as-
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sets in the next year. The aim of this study is to compare both 

ANN based AR and MISO-ARX model to conduct those predic-

tion activities. 

2. Materials and Methods 

2.1. AR and ARX model 

The AR (Auto-Regressive) model is one of the ARIMA Box-

Jenkins model groups, which is used to predict the following data 

based on previous data. While the ARX (AR with external input) 

model is an AR model with an external input occurring at the 

same time as the previous data. 

The general structure of AR model expressed by: 
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The variable a1 is a constant, n is order number of the system, and 

e(t) is a white noise. The Eq. (1) can be decomposed into the fol-

lowing [23]: 
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In Eq. (2), 
1

q


 is the delay operator and  1
A q


 is the polyno-

mial to be estimated. Eq. (2) is illustrated in Figure 1. 
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Fig. 1: AR model 

 

The ARX model in a compact form is declared as: 
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The variables  1
A q


 and  1

B q


 are polynomials to be esti-

mated. Eq. (3) is illustrated in Figure 2. 
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Fig. 2: ARX model 

 

In the same way, the MISO-ARX model is declared as: 

 

         

     

1 1

1 1

1... m m

y y x

x e

t A q t B q t

B q t t

 




 

 

 (4) 

 

The variable m is the number of the input system. 

2.3. ANN-based AR and MISO-ARX model 

Many methods can be used to estimate all weights on polynomials, 

either AR or ARX, as has been done in [24-26]. Some of them are 

like OLS (Ordinary Least Square) and GARCH (Generalized 

AutoRegressive Conditional Heteroskedasticity). OLS is based on 

the concept of pure regression analysis where each regression 

coefficient needs to be tested using t-Test to meet established 

standard errors. The GARCH test is usually used to test for the 

possibility of two variables being associated with volatility or the 

existence of a deviation pattern from the OLS model. To simplify 

the problem, in this study FFNN is used as an approximation 

model, for both AR and ARX models, and expressed by: 

AR model: 

    1
( ) ( )

ff
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   (5) 

MISO-ARX model: 
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By training  
ff

N  such that ( ) 0e t   then    
ff

N y t . 

In its implementation, ( )e t is set as small as possible.  

The FFNN architecture used is shown in Figure 3. ANN-BP doing 

backpropagation to fix the weight of each layer such that to 

achieve appointed target error [23], as shown in Figure 4. 

The ANN-BP is not always able to achieve the target error that has 

been specified. This can be caused by various conditions, one of 

which is the pattern of training data used. In this case, we need a 

method that is able to force ANN-BP to achieve the target error 

that has been determined without having to analyze the pattern of 

training data used. The adaptive ANN-BP is ANN-BP which uses 

adaptive learning method in terms of weighted adjustment of each 

layer. Adaptive weight adjustment is performed by random selec-

tion of both the weight of the input layer and the weight of the 

hidden layer. 

 

 
Fig. 3: FFNN architecture 
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Fig. 4: Back-propagation training 

 

The selected weights are updated by adding a very small random 

number. The network weights are updated adaptively which con-

ducted continuously to achieve the target error. The training of 

adaptive ANN-BP model is shown in Figure 5, whereas the algo-

rithm as shown in Figure 6. 
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Fig. 6: The algorithm of adaptive ANN-BP 

 

The net structure as shown in Figure 1 uses 10 hidden neurons 

whereas target error
5

( ) 10e t


 . The activation function used in 

those net is log-sigmoid expressed by: 
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This function maps all forward propagation results of each layer 

net to a value in the range (0 ... 1). For this reason, all datasets 

used as training data need to be normalized to be within that range 

using the following formula: 
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The variable  x i is the data within the dataset of X. 

The performance functions of training results using MSE (Mean 

Squared Error) which is declared as: 
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In Eq. (10), N is the number of the training data,  
i

y t  is the ith 

training target, and  
ff i

y t  is the ith output of ANN-BP.  

The adaptive ANN-BP implementation is done by using 

MATLAB programming tool. The performance function of trained 

net structure validation using APE (Absolute Percentage Error) 

expressed by: 

 1 100%
actual prediction

APE
actual


    (11) 

2.3. The proposed method implementation 

The selected bank is BRI bank. All of the data are obtained from 

Indonesia Stock Exchange IDX LQ45 in 2005 – 2016 [27-31] in 

the form of total asset, net income, and ROA, as seen in Table 1.  

Since ROA=Net Income×(1/Total Assets)×100% then total assets 

can be declared as Total Assets=Net Income×(1/ROA). This for-

mula is used to model the time series data, both AR and MISO-

AR models. 

 

Case 1: Time series data modeling by using AR model 

The time series data model using the 2nd order AR model can be 

declared as: 

      1 , 2
ff

N y t y t y t    

The variables are: 

 2y t    : The total assets from the year of 2005-2014. 

 1y t    : The total assets from the year 2006-2015. 

 Both variables are used as training data input. 

 y t   : The total assets from the year 2007-2016 used 

as the training target. 

 
Table 1: Financial Data of BRI 

 

Year 
Total Asset  

(millions) 
Net Income (millions) ROA (%) 

2005  234,339,877     5,378,647     2.2952  

2006  234,280,433     5,394,383     2.3025  

2007 236,729,948     5,549,449     2.3442  

2008  246,076,896     5,958,368     2.4213  

2009  316,947,029     7,308,292     2.3058  

2010  404,285,602    11,472,385     2.8377  

2011 469,899,284    15,087,996     3.2109  

2012 551,336,790    18,687,380     3.3895  

2013 626,182,926    21,354,330     3.4102  

2014 801,955,021    24,253,845     3.0243  

2015 878,426,312    25,410,788     2.8928  

2016 1,003,644,426    26,227,991     2.6133  

 

Case 2: Time series data modeling by using MISO-ARX model 

The time series data model using the 2nd order MISO-ARX model 

can be declared as: 
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The variables are: 

 
1

2x t   : The net income from the year 2005-2014. 

 
1

1x t   : The net income from the year 2006-2015. 

 
2

2x t   : 1/ROA from the year 2005-2014. 

 
2

1x t   : 1/ROA from the year 2006-2015. 

All of them are used as training data input.  

The training results of adaptive ANN-BP are shown in Figure 7 

(a) for case 1 and Figure 7 (b) for case 2. 

From the training result, it can be concluded that adaptive 

ANN-BP has been able to reach the target of error which 

has been determined (e(t)=10-5). The training result of ANN-

based AR model yields MSE= 8.724×10-6, whereas ANN-based 

MISO-ARX model yields MSE = 9.994×10-6. 
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(a) 

 
(b) 

Fig. 7: The adaptive ANN-BP training results: (a) Case 1, (b) Case 2 

3. Results and discussions 

Case 1: 

The net structure that has been trained then used to predict the 

total assets in the year 2017. Since: 

      1 , 2
ff

N y t y t y t    

Then for the next year can be declared as: 

      , 1 1
ff

N y t y t y t    

The prediction result of 2017 obtained the total assets of Rp. 

1,022,855,590,000. Because the BRI bank has actual total assets 

of Rp. 954.2 trillion in the year 2017, then the performance of 

predicted results is: 

954.2 1, 022.9
1 100% 92.8%

954.2
ARAPE


   
 
 
 

 

Case 2: 

Using the same manner, then: 
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The prediction result of 2017 obtained the total assets of Rp. 

960,204,617,000. The performance of predicted results is: 

954.2 960.9
1 100% 99.37%

954.2
MISO ARXAPE 


   
 
 
 

 

From those results obtained that prediction model by using ANN-

based MISO-ARX is better than ANN-based AR model. 

4. Conclusions 

The adaptive ANN-BP has been implemented to anticipate the 

inability of the ANN-BP to achieve target error in various condi-

tions. From the research obtained that the best prediction result is 

using MISO-ARX model which has the performance of 99.37%.  

Future work is how to improve the performance of the proposed 

method, especially in terms of minimizing the number of iterations. 
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