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Abstract 
 

Compaction procedure, used to reduce test power, can be efficiently applied on test cubes or incompletely specified tests. This paper 

demonstrates an improved static compaction and switching activity based test vector reordering methodology which can be applied on a 

test set that contains both skewed load and broadside tests for transition faults. This compaction procedure goes beyond the normal test 

vector merging approach generally employed in testing circuits. Here a test is combined with several other tests even if they are not 

compatible. After obtaining a compact test set, the vectors are reordered such that the total switching activity of the circuit including all 

the internal nodes is reduced. The simulation results show a considerable reduction in the number of tests and as the test volume reduces 

the test power also decreases. An average 28.6% reduction in number of test vector pairs is observed as compared to existing static com-

paction methods and 30.6% reduction in average switching activity (ASA) after reordering. 
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1. Introduction 

In recent years highly complicated integrated circuits are being de-

signed and developed where the number of logic gates and compo-

nents is also increasing exponentially. All this advancement has oc-

curred due to the development in the semiconductor industry. As 

the number of components increases, the complexity of the circuits 

also increases. Thus while testing complex circuits simple stuck-at 

fault models are no longer sufficient. It has become very important 

to consider other types of faults like transition faults while testing a 

circuit. If a transition at node N does not arrive either at the scan 

flip-flop or a primary output within the predetermined clock period 

of the circuit then it is considered as a transition fault.  

On any given line in a circuit there can be two kinds of transition 

faults namely Slow-to-Rise transition fault (STR) and Slow-to-Fall 

(STF) transition fault. When a circuit is operating at its maximum 

operating frequency and a transition from logical level 0 to 1 at a 

node does not give rise to required output then it is said to have STR 

fault at that particular node. Similarly, if a transition from logical 

level 1 to 0 on a node does not result in the correct response at full 

operating frequency then it is called as STF fault. In order to iden-

tify a transition fault successfully, a single test vector is insufficient. 

A test vector pair v = {t1, t2} has to be applied successively, where 

t1 is the set of input values that fixes the target node to a required 

preliminary value and the next input vector t2 should be selected in 

such a way that it is capable of launching the required transition at 

the node, as well as propagating the effect of the transition to at least 

one primary output or a scan flip-flop. 

According to literature there are two ways in which transition faults 

can be detected. The first method is broad-side delay test which can 

also be called as Launch-on-Capture technique (LOC) [1]-[3]. In 

this method, the first test vector among the pair is loaded into the 

scan chain and the subsequent test vector is obtained as the response 

of the combinational part of the circuit to the first vector. The sec-

ond method is skewed-load transition testing which is also called as 

the Launch-On-Shift technique (LOS) [1] and [3]. In this method, 

both the vectors in a pair are given as input through the scan chain. 

It takes N clock cycles to load the bits if length of the scan chain is 

N-bits. The first (N-1) bits are scanned in (N-1) clock cycles and 

the Nth clock pulse is used to commence the transition, followed by 

an immediate capture. 

The starting test set used in this paper for application of static com-

paction consists of both skewed-load as well as broadside test. It is 

proven in [1] that this type of test is advantageous in improving the 

transition fault coverage. Hence the test compaction method used 

here is aimed at reducing the test volume while maintaining the 

fault coverage. This is possible by generating a test set in which a 

test detects as many faults as possible. There are two ways of com-

paction – static and dynamic. Dynamic compaction gives a reduced 

number of test vectors at the test generation stage itself. However 

static compaction procedure first generates all the tests and then 

merges the compatible test vectors. Both static and dynamic test 

compaction methods make use of the unspecified bits in the test set 

[4], [5] and [8]. 

For a transition fault, a two pattern test is always considered be-

cause to detect transition fault at a node, a set of two test vectors are 

needed. The proposed algorithm can also be applied for stuck-at-

fault compaction in addition to transition fault. In addition to reduc-

ing the test volume while preserving the fault coverage, a test set 

reordering methodology to reduce the test power is also discussed. 

Many test vector reordering methods have been discussed in the lit-

erature. A reordering method based on hamming distance is dis-

cussed in [13] and a reordering method for improving diagnostic 

resolution is mentioned in [13] and [14]. The reordering method 

proposes a graph based heuristic approach for reducing the total 

number of transition occurring in a circuit during test.  

http://creativecommons.org/licenses/by/3.0/
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This paper is organized in four sections. Section 1 gives an intro-

duction and overview of the existing work in this area, Section 2 

discusses the proposed method in detail, Section 3 illustrates the 

results and comparisons with some existing compaction methods 

and finally Section 4 gives a brief conclusion and future scope of 

the work. 

2. Proposed method 

In this section an improved compaction procedure is presented in 

detail. This is rooted on the idea of combining a test pair with dif-

ferent possible test pairs even if they are not of the same type.  

Method of generating a combined test set (containing both broad-

side and skewed load) is discussed in [11] and [13]. In a normal test 

compaction procedure using test merging, two test pairs vi and vj 

are merged to get a combined test pair vi+j if they have no conflicting 

bit positions. The resultant test pair vi+j will identify all the transi-

tion faults uncovered by vi and vj. In addition to that it may detect 

some additional faults due to the extra specified bits. This may de-

crease the percentage of relaxation but is highly useful in reducing 

the test volume. 

For testing a sequential circuit in addition to the primary input bits 

the state of the flip-flops should also be specified. Hence any test 

vector will consist of two parts namely scan-in bits (Si) and primary 

input bits (Pi). Hence for detecting a transition fault we will need a 

test pair which can be represented as Vi = (Si1 Pi1, Si2 Pi2).  

This work presents a test compaction method where instead of 

simply merging the compatible test vectors, it tries to combine tests 

which may not be compatible and may be of different type. Two 

test pairs are said to be of different type if one is broadside test pat-

tern and the other is skewed load pattern. Two tests are said to be 

compatible if they have no conflicting ‘1’ or ‘0’ in any position. 

Two test vector pairs vi1 ={ Si1,1 Pi1,1, Si2,1 Pi2,1} and vi2 ={ Si1,2 Pi1,2 , 

Si2,2 Pi2,2} are said to be compatible if the following conditions are 

fulfilled: 

a) Both are skewed-load or both are broadside i.e. they are of 

same type. 

b) Primary input vectors are compatible, i.e. Pi1,1 is compatible 

with Pi1,2 and Pi2,1 is compatible with Pi2,2. 

c) Scan in states are compatible i.e. Si1,1 is compatible with Si1,2 

and Si2,1 is compatible with Si2,2. 

For instance consider the benchmark circuit s27from ISCAS’ 89 

shown in Fig.1. Here the nets G0 to G3 are the primary inputs Pi 

and G13, G10, G11 are the scan inputs Si. 

 

 
Fig. 1: S27 Benchmark Circuit. 

 

Table 1 shows a set of test vector pairs for s27 benchmark circuit. 

Consider test pairs v0 and v1, even though they satisfy condition (a) 

and (b) of compatibility the condition (c) is not being satisfied. 

Hence they are not compatible. But the test pairs for i=1 and 2 (i.e. 

v1 and v2) satisfy all the three conditions mentioned for 

compatibility, so they are considered as compatible test pairs. Thus 

vectors v1 and v2 can be replaced by a single test pair v1+2 which 

will uncover all the faults identified by v1 and v2. Table 2. shows 

the set of test pairs after applying a static compaction method on the 

set of test pairs for the circuit s27 shown in Table 1. Here the 

following tests are compatible as they satisfy all the three 

compatibility conditions: 

1)  v0 and v7  

2) v1 and v2 

3) v8 and v9 

The compact test set obtained after applying test merging procedure 

is shown in Table 2. Here v7, v2 and v9 are removed and v0, v1 and 

v8 are replaced by v0+7, v1+2 and v8+9 

 
Table 1: Sample Test Set for S27 

Test No. (vi) Type Si1 Pi1 Si2 Pi2 

v0 Brd 0x0 x0x1 010 11x1 
v1 Brd 01x 1xx0 01x 0xxx 

v2 Brd xx1 xx0x xx1 xx1x 

v3 Skw 10x 1xxx 010 0xx0 
v4 Brd 111 0x0x 0x1 0xx1 

v5 Skw 11x 0xxx 011 0xxx 

v6 Brd x0x 0x10 000 x0x1 
v7 Brd xxx  x01x xx0 x10x 

v8 Brd xx1  xx0x xx1 xx1x 

v9 Brd 1xx  1xxx 10x 0xxx 

 
Table 2: Sample Test Set after Test Merging 

Test No. (vi) Type Si1 Pi1 Si2 Pi2 

v0+7 Brd 0x0 x011 010 1101 

v1+2 Brd 011 1x00 011 0x1x 

v3 Skw 10x 1xxx 010 0xx0 
v4 Brd 111 0x0x 0x1 0xx1 

v5 Skw 11x 0xxx 011 0xxx 

v6 Brd x0x 0x10 000 x0x1 
v8+9 Brd 1x1  1x0x 101 0x1x 

 

In this approach the test pairs v4 and v5 cannot be merged as they 

are of different types. This drawback is rectified in the proposed 

method where they can be replaced by a single test pair v5’ in which 

the type and conflicting bit positions are assigned the values of the 

first test pair under consideration. In the above illustration v4 is the 

first pair. Thus the resulting test pair v5’ will be {111 0x0x, 011 

0xx1} and of the type ‘Brd’. v5’ will be able to uncover all the faults 

identified by v4 and some faults identified by v5.  

Table 3 shows four different scenarios in which the normal test 

merging procedure would fail. First example is that of combining 

two broadside test pairs. Combined test pair i1+i2 is also of the type 

broadside. Moreover if there is any conflicting bit position, then it 

is assigned with the corresponding bit value in i1. Third example is 

of two test pairs which are of different types. Here the combined 

test set i1+i2 will be of the type skewed-load same as that of i1. 

 
Table 3: Example of Combining Incompatible Test Pairs 

Test  Type Si1 Pi1 Si2 Pi2 

i1 Brd 0x0 x0x1 010 11x1 

i2 Brd 01x 1xx0 01x 0xxx 
i1+i2 Brd 010 10x1 010 11x1 

i1 Skw 10x 1xxx 010 0xx0 

i2 Skw 11x 0xxx 011 0xxx 
i1+i2 Skw 11x 1xxx 010 0xx0 

i1 Brd 111 0x0x 0x1 0xx1 

i2 Skw 11x 0xxx 011 0xxx 
i1+i2 Brd 111 0x0x 011 0xx1 

i1 Skw 10x 1xxx 010 0xx0 

i2 Brd 111 0x0x 0x1 0xx1 
i1+i2 Skw 101 1x0x 010 0xx0 

2.1. Algorithm 

Input to this combination-based algorithm is a set of incompletely 

specified test vector pairs V= {v0, v1, . .,vm−1} and a transition fault 

list F. This is an iterative algorithm where one test pair is removed 

per iteration. This algorithm does not follow a conventional test 

vector merging approach. Instead of merging vi2 completely with 
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another test it follows an approach where vi2 is merged with differ-

ent test pairs. Initially, it merges vi2 with every other test pair in V. 

If after the merging process, the resulting test set pair detects all the 

transition faults which were detected by vi2 then vi2 can be removed.  

The algorithm starts with a reverse order fault simulation including 

fault dropping of F under V. For each test vector pair vi∈ V, it gen-

erates a fault set Ei ⊆ F that are identified by vi. Since fault-dropping 

method is incorporated, the test vectors that appear later in V have 

smaller set of detected faults as compared to the vectors considered 

earlier. If V= {v0, v1,..,vn}, then they are considered in the order vn,, 

vn-1,...,v0. This order is chosen because the set of detected faults by 

test vectors present at the end is smaller, so removing such test vec-

tors is easier [9]. 

At first V is copied into a test pair denoted by Vpre so that the initial 

test set can be recovered if needed. It is then verified whether vec-

tors in V other than vi2 detect some of the transition faults in the set 

Ei2. This is achieved with the help of fault simulation including fault 

dropping of Ei2 under V − {vi2}. After updating Ei2, if Ei2 = ∅, then 

the test vi2 can be removed without reducing the fault coverage. On 

the other hand if Ei2≠∅, every test vi1∈V is replaced with the test 

vi1+i2 obtained by merging vi1 with vi2.Then fault simulation includ-

ing fault dropping of Ei2 under V − {vi2}is performed. Consider a 

fault f ∈ Ei2, if it is detected by a test vector vi1∈ V − {vi2}, move f 

from Ei2 to Ei1 and include the index ‘i1’ in a set I1. If Ei2 ≠∅, then 

vi2 cannot be removed so, recover the earlier test set by fixing V = 

Vpre and need not take into account vi2 here after.  

If a test vector vi1∈ V such that i1 ∈ I1 is not helpful in identifying 

faults from Ei2 or any fresh faults then the combined test vector vi1+i2 

is of no use. Thus every test vi1∈ V such that i1 ∉ I1 can be replaced 

with vi1∈Vpre. Hence it is safe to remove test vi2 without compro-

mising on transition fault coverage. 

An improved test compaction procedure was first proposed in [1]. 

In this method, after the merging procedure is over, every specified 

bit in the resultant test set is considered for possible relaxation with-

out loss in fault detection. This step however adds to the run time 

of the algorithm. Thus to compensate for the increase in run time 

the procedure stops before considering all the tests for possible re-

moval, which results in increased number of test vectors. Due to the 

above considerations the test size obtained in [1] is not optimal. To 

resolve this problem in the proposed method a lower bound of 20% 

is set for the unspecified bits in the final test set and the procedure 

is run until all the tests are considered for removal. This guarantees 

a highly optimized test set. 

3. Test pair reordering 

After obtaining the compact and relaxed test set, test reordering al-

gorithm can now be applied. Since for detecting a set of transition 

faults, test vector pairs are needed, the order of each test pair cannot 

be altered while applying the reordering algorithm. Test vector re-

ordering method reported in the literature employs a Hamming dis-

tance based approach. This method assumes a high correlation be-

tween the transition density at the primary input of Circuit Under 

Test (CUT) and switching activity in the circuit. However, this sup-

position is not always true, because a single transition at a primary 

input node may trigger several transitions in the intermediate nodes, 

whereas change in several inputs may cause fewer transitions in the 

internal nodes [10] and [12]. In order to obtain a considerably better 

vector reordering, the transitions at all the internal nodes have to be 

considered. 

Consider a test vector pair vi= (ti , si) where ti is the first vector and 

si is the second vector. Let the initial order of the test vector pair be 

v1, v2, v3,..,vi,vi+1,..vn. A test vector ti is applied to the circuit fol-

lowed by si, this order cannot be changed as they form a test vector 

pair used to detect one or more transition faults. A complete undi-

rected graph G = (V,E) is constructed in which each vertex Vl  V 

represents a test pair and each undirected edge Ei,j = (Vi, Vj)  E 

connects two test pairs. The weight on each edge Ei,j represents the 

cost in terms of switching activity for the application of test se-

quence Vi,Vj to the circuit. Weight on edge Eij can be defined as the 

number of nodes that are switching in the CUT when Vj is applied 

after Vi. While calculating the weights on the edges, the unspecified 

bits can be exploited to reduce the transition activity. A Minimum 

Transition (MT)-filling method can be used to reduce switching ac-

tivity [4]. MT-filling is not a necessary condition for applying reor-

dering procedure but by the application of it the test power can be 

reduced even further. 

4. Results and analysis 

Transition faults were injected into the benchmark circuits using 

Synopsys TetraMAX fault simulator. Initial set of test vectors used 

to detect these faults were generated using Synopsys-TetraMAX 

ATPG. Power dissipation before and after compaction was com-

puted using Synopsys-PrimeTime. The tool was run on a HP com-

puter with Intel® Core™-i5-2500 processor, 3.30 GHz clock and 

8GB RAM. The compaction algorithm, reordering algorithm and 

procedure for calculating the total number of transitions was imple-

mented in C language. 

 This procedure follows a static compaction methodology and is ap-

plied to different ISCAS-89 benchmark circuits as shown in the Ta-

ble 4. The second column in Table 4 shows the initial set of test 

vector pairs obtained from TETRAMAX ATPG and the third col-

umn indicates the number of tests after applying a normal test vec-

tor merging approach and the last column shows the reduced num-

ber of test vector pairs obtained after applying the proposed com-

paction algorithm while maintaining the fault coverage. Even 

though a simple test merging approach gives reasonably compact 

test vectors for stuck-at faults; it fails to do so for transition faults. 

From the results obtained in Table 4 it can be observed that normal 

test vector merging approach does not provide highly compact test 

set, due to its inherent limitation where test pairs of same type 

(broadside or skewed-load) can only be combined. However this 

limitation is removed in the proposed method, thus providing highly 

compacted test set without compromising fault coverage. 

Table 5 compares the number of test pairs obtained after applying 

the proposed compaction algorithm with that of a compaction algo-

rithm for transition fault mentioned in [1]. It can be inferred that the 

proposed method is giving lesser number of tests while maintaining 

the fault coverage. This improved result is obtained at the cost of 

relaxed bits. But due to the decrease in the test size and application 

of reordering algorithm the power dissipated during testing can be 

reduced to a greater extent. 

 
Table 4:.Number of Test Pairs before and after Compaction 

Circuit 

No. test vector 

pairs before com-
paction 

No. test vector 
pairs Using nor-

mal Test Merg-

ing 

No. of test vec-

tor pairs in pro-
posed method 

s27 24 17 9 

s208 135 77 30 

s298 275 114 51 
s344 387 298 31 

s349 432 261 25 

s382 504 435 35 

s386 890 561 60 

s400 650 326 22 

s444 370 235 17 
s526 843 432 46 

 

As the number of tests decreases the power consumed during test-

ing of the circuit also decreases [6], [7] and [9]. This has been vali-

dated by the results shown in Table 6. Switching power increases 

when signals change their logic state. The dynamic power of the 

circuit is its internal power and switching power together. Leakage 

power is the power consumed by the circuit in idle state. It is not 

related to the switching activity of the circuit. Internal power mainly 

constitutes the power dissipated during the brief short between the 

supply and ground due to the switching. The power dissipated at the 

output of a cell during charging and discharging of the capacitance 

is the switching power. 
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Table 5: Comparison of Number of Test Pairs obtained by The Proposed 

Method with [1] 

Circuit  [1] Proposed % Reduction 

s27 13 9 30 

s526 70 46 34.2 

s1196 158 101 36.07 
s5378 213 131 38.4 

s9234 301 245 18.6 

s13207 419 345 17.6 
s15850 235 175 25.5 

 

The switching power values given in Table 6 are net values that 

depend on the transitions of input bits fed to the circuit. The third 

and seventh column in Table 6 shows the internal power values of 

different sequential benchmark circuits. Internal power is the power 

consumed when the input given to the gate changes but the output 

doesn’t change. In logic gates not every change input cell neces-

sarily leads to a change in the state of the output net. As the com-

plexity of the circuit increases then the internal power of the circuit 

increases. 

Fourth column in Table 6 shows the leakage power values of dif-

ferent sequential benchmark circuits. The leakage power is ob-

served to be high for all the circuits. As the complexity of the circuit 

increases the leakage power also tends to increase. The more the 

complexity of the circuit, more will be the area required and more 

will be the power consumed. 

 

 
Table 6: Total Power before and after Compaction 

 Before compaction After compaction 

Cir-

cuit 

Switching Power 

(mW) 

Internal 

power (mW) 

Leakage 

power (mW) 

Total power 

(mW) 

Switching Power 

(mW) 

Internal power 

(mW) 

Leakage 

power (mW) 

Total power 

(mW) 
s27 0.04519 0.1383 0.3319 0.5154 0.004508 0.01025 0.3212 0.3360 

s208 0.04628 0.1263 0.3245 0.5296 0.004567 0.01074 0.3224 0.3254 

s298 0.0006836 0.8802 3.725 4.606 0.0002631 0.3240 3.557 3.882 
s344 0.6255 0.7805 4.603 6.009 0.1614 0.2135 4.619 4.994 

s349 0.6532 0.7773 4.632 6.603 0.1407 0.1456 4.830 4.830 
s382 0.0007290 1.094 3.570 4.665 0.0001890 0.2766 3.654 3.931 

s386 0.00008789 0.1307 7.384 7.514 0.00006143 0.06409 7.326 7.390 

s400 0.0007703 1.183 3.684 4.868 0.0001181 0.1865 3.759 3.946 
s444 0.0007153 1.0434 3.449 4.449 0.00007974 0.1223 3.374 3.496 

s526 0.0008705 1.256 6.094 7.351 0.0004115 0.5854 6.021 6.607 

 

Table 7 describes the percentage reduction in net switching power, 

internal power, leakage power and also the total power. There is a 

maximum decrease of 38.55% of total power for s208 and mini-

mum decrease of 1.65% for s386 because the switching power also 

depends on the order in which the input test vectors are applied. 

However, for all the circuits considered above, it can be observed 

that the power dissipation has considerably reduced after applying 

the test compaction algorithm. As the leakage power is not depend-

ent on the switching activity, there is no considerable reduction in 

it after compaction. 

 
Table 7: Percentage Reduction in Power before and after Compaction 

Cir-

cuit 

Decrease in 
Switching 

Power (%) 

Decrease in 
Internal 

Power (%) 

Decrease in 
Leakage 

Power (%) 

Decrease in 
Total 

Power (%) 

s27 90.02 92.59 3.22 34.81 
s208 90.13 91.50 0.64 38.55 

s298 61.51 63.19 4.51 15.71 

s344 74.20 72.65 0.34 16.89 
s349 78.46 81.26 1.92 26.85 

s382 74.07 74.72 2.35 15.73 

s386 30.11 50.96 0.78 1.65 
s400 92.77 84.23 2.03 18.94 

5444 88.85 88.28 2.17 21.42 

5526 52.73 53.39 1.19 10.12 

 

After performing test compaction, test pairs are reordered to reduce 

the power even further. Table 8 shows the comparison of the total 

number of transition occurring in each benchmark circuit before 

and after reordering. It can be observed that the number of transition 

is considerably reduced after reordering. Transition occurring in a 

circuit is directly related to the switching power in a circuit [4]. As 

the transition decreases, the power dissipated during testing also de-

creases. Hence a separate power analysis is not performed. 

 
Table 8: Total Number of Transitions before and after Reordering 

circuit No. test vectors  Before reordering After reordering 

s27 9 37 22 
s298 51 2364 1480 

s382 35 4681 3900 

s386 60 13738 10642 
s526 46 4570 3902 

s1196 158 27353 17857 

s5378 213 46236 24342 

 

Average switching activity (ASA) is the number of transitions per 

test vector. It is the ratio of total number of transitions by total num-

ber of test vectors. As compared to the total number of transition, 

ASA is superior unit for assessment of results as it is directly pro-

portional to the power consumed during testing. It implies that if 

the switching activity is less, then the test power is also less [4].  

Table 9 shows the average switching activity for ISCAS’89 bench-

mark circuits before and after reordering. It can be observed that 

ASA has reduced by a maximum of 47.3% for s5378 and minimum 

of 14.6% for s526. 

 
Table 9: Average-Switching Activity before and after Reordering 

Circuit 
No. test 
vectors 

 before reor-
dering 

after reor-
dering 

% change 

s27 9 4.1 2.4 41.4 

s298 51 46.3 29.0 37.6 
s382 35 133.7 111.4 16.3 

s386 60 228.9 177.4 22.5 

s526 46 99.34 84.8 14.6 
s1196 158 173.1 113.0 34.6 

s5378 213 217 114.3 47.3 

5. Conclusion and future scope 

Transition faults occur in digital circuits because of propagation de-

lay in interconnects and finite rise and fall times of signals. Today’s 

semiconductor technology is increasing its emphasis on at-speed 

testing. Transition faults play a very important role here as it helps 

to screen out delay defects. In the proposed method, the quality of 

test merging is enhanced by combining tests which are of different 

types.  

The main factors considered while testing a given circuit is testing 

time and power. As the test pattern count decreases, the time con-

sumed during testing also decreases. The simulation results ob-

tained have proved that there is a substantial reduction in number 

of tests and hence the power consumed while testing also reduces. 

By applying test reordering, the ASA has been reduced noticeably. 

The test application time can further be reduced by applying test 

compression techniques. 
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