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Abstract 
 
Glaucoma is one of the main eye diseases; it cause progressive deterioration of optic nerve fibers due to increased fluid pressure. The 

existing methods of glaucoma diagnosis are time consuming, expensive and require practiced clinicians to understand the eye problems. 
Hence fast, cheap and more accurate glaucoma diagnosis methods are needed. This paper presents an innovative idea for diagnosis of 
glaucoma using third level two dimensional discrete wavelet transform (2D DWT) and histogram features from fundus images. The 2D 
DWT is used to decompose the glaucoma and healthy images and histogram features are extracted from 2D DWT decomposed sub band 
images. The least square support vector machine (LS-SVM) is used as a classifier which classifies the glaucoma and healthy images us-
ing the extracted features. The proposed method yielded classification accuracy of 88.33%, 87.50%, and 86.67% for ten, eight and five-
fold cross validation respectively. The obtained classification accuracy, sensitivity and specificity are 88.33%, 90.00%, and 85.00% for 
tenfold cross validation respectively. Obtained results prove that the performance of the proposed method is better compared to the exist-

ing methods. It may considerably increases the diagnosis speed of ophthalmologists. 
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1. Introduction 

Glaucoma is a category of eye disease. It is the principal reason 

for the permanent blindness in the present world. It may lead to 
permanent loss of eye vision. It causes progressive deterioration of 
optic nerve fibers due to increased intraocular pressure (IOP) in 
the eyes [1]. It is expected that 64.3 million people suffered from 
glaucoma worldwide with age range of 40 to 80 (Years) in the 
year 2013 [2]. The typical value of intraocular pressure for glau-
coma imaging is more than 21 mmHg [3]. Around 12.3% loss of 
sight cases reported due to glaucoma worldwide [4]. 

Glaucoma is broadly classified as primary open angle glaucoma 
and primary angle closure glaucoma [5]. The first one is also well 
known as chronic glaucoma. It is the principal form of glaucoma 
in which drainage canals are clogged and become ineffective. If it 
is not cared in the early stage, it may lead permanent blindness. 
The angle closure glaucoma is the uncommon form and it is also 
known as acute glaucoma [6].  
In the current scenario there are many methods used to detect the 
glaucoma present in the eye. These methods are medicinal exami-

nation of optic nerve head (ONH) [7]; structural and geometrical 
changes in optic cup and disc, and medical background of the 
respective family (genetics) [8], and eye inspection methods [9]. 
In this decade, new trends will give opportunities for researchers 
to understand risk factors, detection and diagnosis of glaucoma in 
the early stage [10].  
Recently the use of computer made the glaucoma detection and 
classification easy and fast. Based on computers there are several 

methods available for the diagnosis of glaucoma [11]. It has made 

the testing of glaucoma simple.  
Scanning Laser Ophthalmoscope [12], Optical Coherence Tomog-
raphy [13] and Heidelberg Retina Tomography [14] are well 
known methods and have been widely used for glaucoma diagno-
sis. These methods are slow, costly. Therefore, fast and low cost 
methods are required for glaucoma diagnosis.  
There are several advanced methods used for diagnosis of glau-
coma. Yadav et al. [15] used texture feature extraction and classi-

fication. Kolar et al. [16] extracted power spectral features and 
fractal dimensions feature and fed to SVM classifier. Bock et al. 
[1] extracted feature from FFT and B-spline coefficients and used 
PCA and SVM classifier. Raja et al. 2013 [17] used complex 
wavelet transform and higher order spectra. Raja et al. 2015 [18] 
used wavelet packet decomposition (WPD) and entropy and ener-
gy features. Townsend et al. [19] used heidelberg retinal tomo-
graph (HRT) 3 parameters, recursive partition and regression tree 

with SVM classifier. Kim et al. [20] extracted 7 features including 
fractal analysis and classified using SVM classifier. These meth-
ods need to enhance the performance of their system. 
This paper presents an innovative idea for diagnosis of glaucoma 
using third level 2D DWT and histogram features extracted from 
the fundus images. The input images are pre-processed and fed to 
the third level 2D DWT. 2D DWT decomposes input images in to 
sub band images. Histogram features namely mean, variance, 
skewness, kurtosis, energy and entropy have been extracted from 

2D DWT decomposed sub band images. These extracted features 
are given as input to the least square support vector machine (LS-
SVM) classifier with radial basis function (RBF) kernel. Accura-
cy, sensitivity and specificity have been calculated as the perfor-
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mance parameters for glaucoma diagnosis. The obtained results 
have been compared with the existing methods to prove the effec-
tiveness of the proposed method.  
The remaining part of the paper is planned as follows: images and 
tools with the proposed methodology are given in section 2. Result 
and discussion is explained in section 3. Conclusion is explained 
in sections 4. 

2. Proposed methodology 

Figure 1 shows the structure of the proposed methodology. It 
comprises of input image, pre-processing and green channel image 
extraction from input images, third level two dimensional discrete 
wavelet transform, histogram feature extraction and classification 
using LS-SVM. 

The proposed method uses third level 2D DWT and histogram 
features. In this paper only green channel has been used for the 
extraction of features. Extracted features have been normalized 
and used by the LS-SVM classifier with RBF kernel. The pro-
posed method is verified using three fold, fivefold, eight fold and 
tenfold cross validation. 
 

 
Fig. 1: Block Diagram of the Proposed Method. 

2.1. Images and tools 

For the proposed methodology the Rim1 image data set is used. It 
is publically available from the Medical Image Analysis Group 
(MIAG) [21]. In this paper 15 glaucoma and 15 healthy digital 

fundus images have been used. The proposed methodology is 

implemented using MATLAB at 2.10 GHz with 2 GB RAM. Fig-
ure 2 shows the typical glaucoma and healthy digital fundus imag-
es. 
 

(A) 

 
 

(B) 

 
Fig. 2: Input Images (A): Glaucoma. (B): Healthy. 

2.2. Pre-processing 

The pre-processing plays an important role in image processing. 
Here input images are pre-processed. Firstly, the input images are 
resized to 256×256 to increase the processing speed and same 
resolution. Secondly, only green channel images are extracted 
from resized images as it contains more information [1]. Thirdly, 

green channel images are subjected to histogram equalization to 
increase contrast and dynamic range. Histogram equalization im-
proves the appearance and contrast of image [22]. Lastly, these 
images are filtered to remove noise. 

2.3. Discrete wavelet transform 

It is very useful for time-frequency analysis of non-stationary 
signals. Discrete wavelet transform (DWT) is a very outstanding 
signal and image decomposition method [23]. It decomposes the 

input image into different sub band images. After each decomposi-
tion level, time resolution and frequency resolution is halved and 
doubled respectively [23]. It decomposes in to approximation 
coefficients and detailed coefficients. The approximation coeffi-
cients are further decomposed into approximation coefficients and 
detail coefficients for next level and the same procedure is repeat-
ed for three levels. The first sub-band image is the approximation 
coefficients. Second, third and fourth sub-band images are the 

detailed coefficients for the input images and these are also known 
as horizontal, vertical and diagonal coefficients respectively [24]. 
In this way different sub-band images are obtained using third 
level two dimensional discrete wavelet transform with dubechie 
wavelet (db4) from the input images. Third level two dimensional 
discrete wavelet transform is explained in [25]. 
The discrete wavelet transforms used discrete set of scale (𝑠 =
2−𝑚) and translation (𝜏 = 𝑛2−𝑚) parameters, where m and n∈ 𝑈, 

set of all integers. The family of wavelets is expressed as: 
 

𝜉𝑚,𝑛(𝑡) =  2
𝑚

2  𝜉(2𝑚𝑡 − 𝑛)                                                            (1) 

 
The decomposition of x[n] signal on J octave is expressed as: 

 

𝑥[𝑛] = ∑ ∑ 𝑐𝑗,𝑘𝑔[𝑛 − 2𝑗𝑘] + ∑ 𝑑𝐽,𝑘ℎ𝐽[𝑛 − 2𝐽𝑘]𝑘∈𝑈𝑘∈𝑈𝑗=1 𝑡𝑜 𝐽    (2) 

 

where 𝑐𝑗,𝑘 j=1...J and 𝑑𝑗,𝑘 j=1...J represents wavelet and scaling 

coefficients respectively and these are given as: 
 

𝑐𝑗,𝑘 = ∑ 𝑥[𝑛]𝑔𝑗
∗[𝑛 − 2𝑗𝑘]𝑛                                                            (3) 
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𝑑𝑗,𝑘 = ∑ 𝑥[𝑛]ℎ𝐽
∗[𝑛 − 2𝐽𝑘]𝑛                                                            (4) 

 

where, (*), 𝑔𝑗[𝑛 − 2𝑗𝑘] and ℎ𝐽[𝑛 − 2𝐽𝑘] represent complex con-

jugate, wavelet and scaling sequences, respectively. 
The DWT approach towards images; DWT is implemented on 
each row and each column separately. Let X denotes the image, 
and then the DWT decomposes the image in to approximation 

coefficient (low frequency)𝑋𝐴
1, and details coefficients (high fre-

quency) 𝑋𝐻
1 ,𝑋𝑉

1and 𝑋𝐷
1; corresponding to horizontal, vertical and 

diagonal coefficients. These four coefficients are known as sub 

band images and given as: 
 

𝑋 = 𝑋𝐴
1 + (𝑋𝐻

1 + 𝑋𝑉
1 + 𝑋𝐷

1)                                                           (5) 
 
Second level decomposition is obtained by applying 2D DWT on 

𝑋𝐴
1 (approximation coefficient). In this way 𝑁𝑡ℎ level decomposi-

tion can be obtained by applying 2D DWT on 𝑁𝑡ℎ approximation 

coefficient (𝑋𝐴
𝑁). The image X can be written as: 

 

𝑋 = 𝑋𝐴
𝑁 + ∑ (𝑋𝐻

𝑖 + 𝑋𝑉
𝑖 + 𝑋𝐷

𝑖 )𝑁
𝑖=1                                                    (6) 

  
 

 
 

 
Fig. 3: Decomposed Sub Band Images Using 2D DWT. (A), (B), (C) and 

(D) are First Level, (E), (F) , (G) and (H) are Second Level and (I), (J), (K) 

and (L) are Third Level of Decomposition of Glaucoma Image of 

Fig.2(A). (M), (N), (O) and (P) are First Level, (Q), (R), (S) and (T) are 

Second Level and (U), (V), (W) and (X) are Third Level of Decomposition 

of Healthy Image of Fig.2 (B). 

 
Dubechie wavelet (db4) has been selected as mother wavelet be-
cause it renders outstanding classification accuracy. Decomposed 
sub band images using various decomposition level of 2D DWT 
for glaucoma and healthy images are shown in Figure 3. 

2.4. Feature extraction 

It is a very essential footstep for the classification of glaucoma. 
Most useful features have been used to capture the appropriate 
information from the images. In the proposed method various 

histogram features have been extracted from the decomposed sub 
band images. These are mean, variance, skewness, kurtosis, ener-
gy and entropy and given as follow: 

2.4.1. Mean 

It is defined as the measure of average intensity and denoted by 𝜇. 

It is given as [26], [27]: 
 

𝑀𝑒𝑎𝑛(𝜇) = ∑ 𝑦𝑖𝑝(𝑦𝑖)𝐿−1
𝑖=0                                                              (7) 

2.4.2. Variance 

It is defined as the measure of the spread of value of 𝑦 about mean 

and denoted by 𝜎2. It is a measure of contrast and it is given as: 

 

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒(𝜎2) = ∑ (𝑦𝑖 − 𝜇)2𝐿−1
𝑖=0 𝑝(𝑦𝑖)                                        (8) 

2.4.3. Skewness 

It is defined as the measure of asymmetry of the data around the 

mean. It can be positive or negative, if the data are spread out 
more to the right or left respectively. It is zero for the symmetric 
distribution. It is a third moment, denoted by 𝜇3 and is given as: 

 

𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠(𝜇3) = ∑ (𝑦𝑖 − 𝜇)3𝐿−1
𝑖=0 𝑝(𝑦𝑖)                                        (9) 

2.4.4. Kurtosis 

It is defined as the measure of its relative flatness. It is a fourth 
moment and is denoted by 𝜇4. It is given as: 

 

𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠(𝜇4) = ∑ (𝑦𝑖 − 𝜇)4𝐿−1
𝑖=0 𝑝(𝑦𝑖)                                       (10) 

2.4.5. Energy 

It is defined as the measure of uniformity in the range [0, 1]. It is 
one for constant image. It is maximum when all intensity values 

are equal. It is denoted by 𝐸𝑔 and is given as: 

 

𝐸𝑛𝑒𝑟𝑔𝑦(𝐸𝑔) = ∑ 𝑝2𝐿−1
𝑖=0 (𝑦𝑖)                                                      (11) 

2.4.6. Entropy 

It is defined as the measure of uncertainty and randomness. Equal 
distribution of pixels intensity values leads to no information and 
hence zero entropy. The larger entropy will have more information 
and vice versa. It is denoted by 𝐸𝑛 and is given as [28]: 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝐸𝑛) = − ∑ 𝑝(𝑦𝑖)𝐿−1
𝑖=0 𝑙𝑜𝑔2𝑝(𝑦𝑖)                                   (12) 

 
where, 𝑝(𝑦𝑖) is defined as the normalized histogram of the 𝑦𝑖 and 

𝐿 is the number of grey level. 

2.5. Classification 

The proposed method used a least squares support vector machine 

(LS-SVM) classifier [29] with RBF kernel [30]. It is widely used 
to classify two or more classes. The use of LS-SVM in medical 
image classification is increasing regularly because it improved 
the performance of classification and helped medical experts for 
the diagnosis of glaucoma or other diseases. In LS-SVM hyper-
planes are used to create a decision border line for the classifica-
tion of classes. Suppose there are N numbers of data points given 

as {𝑝𝑛 , 𝑞𝑛}𝑛=1
𝑁  , where 𝑝𝑛 ∈ ℝ𝑚  is𝑛𝑡ℎ  input data and 𝑞𝑛 ∈ ℝ𝑚 

represent class label for the corresponding 𝑛𝑡ℎ data point. The LS-
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SVM discrimination function for two class classification is given 
as [29]: 
 

𝑘(𝑦) = 𝑠𝑖𝑔𝑛[𝛺𝑇𝑧(𝑝) + 𝑏]                                                          (13) 

 
where 𝑏 represent bias,  𝛺 represent weight vector of dimension 𝑥 

and  𝑧(𝑝) is a function used to map 𝑝 in to 𝑥 dimensional space. 

The decision function of LS-SVM classifier for two class classifi-
cation is defined as [29]: 
 

𝑘(𝑦) =  𝑠𝑖𝑔𝑛[∑ 𝑎𝑛𝑞𝑛𝐾(𝑝, 𝑝𝑛)𝑁
𝑛=1 + 𝑏]                                      (14) 

 
where 𝐾(𝑝, 𝑝𝑛) and 𝑎𝑛represent the kernel function and Lagrange 

multiplier respectively. 
Radial basis function (RBF) kernel is used which is given as [27]: 
 

𝐾𝑅𝐵𝐹(𝑝, 𝑝𝑛) = 𝑒𝑥𝑝 [
−‖𝑝−𝑝𝑛‖2

2𝜎1
2

]                                                    (15) 

 
where 𝜎 is the width of RBF function. 

2.6. Performance parameters 

Performance parameters: Only three main performance parameters 
namely, sensitivity, specificity and accuracy have been used to 
evaluate the performance of the proposed method. These perfor-
mance parameters are defined as [31]: 
 

2.6.1. Specificity 

 

It is a true negative rate (TNR). It is the ratio of correctly classi-
fied healthy images to the total healthy test images. It is calculated 
as: 
 

𝑆𝑃𝐸(%) =
𝑇𝑁

𝑇𝑁+𝐹𝑃
× 100                                                             (16) 

2.6.2. Sensitivity 

It is a true positive rate (TPR). It is the ratio of correctly classified 
glaucoma images to the total glaucoma test images. It is calculated 
as: 
 

𝑆𝐸𝑁(%) =
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100                                                            (17) 

2.6.3. Accuracy 

It is the ratio of fraction of correctly classified glaucoma and 
healthy images to the total number of test images. It is calculated 
as: 
 

𝐴𝐶𝐶(%) =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100                                                 (18) 

 
where TP, TN, FP and FN are defined as: 

TP: True Positive, it is glaucoma images classified as glaucoma 
images. 
TN: True Negative, it is healthy images classified as healthy imag-
es. 
FP: False Positive, it is healthy images classified as glaucoma 
images. 
FN: False Negative, it is Glaucoma images classified as healthy 
images. 

3. Result and discussion 

The proposed method used third level 2D DWT and histogram 
features for glaucoma diagnosis. In the proposed methodology, the 
green channel images are extracted from the input fundus images 
and are decomposed by third level 2D DWT. Various histogram 

features namely mean, variance, skewness, kurtosis, energy and 
entropy have been extracted from the decomposed sub band imag-

es. The LS-SVM with RBF kernel used the normalized features 
for the classification. Only three main performance parameters 
namely, sensitivity (SEN), specificity (SPE) and accuracy (ACC) 
have been calculated [30]. Table 1 shows the performance of pro-
posed method using LS-SVM classifier with RBF kernel parame-
ters (KP) and cross validation (CV) techniques for glaucoma diag-
nosis. 
 

Table 1: Performance of Proposed Method for Glaucoma Diagnosis 

CV KP ACC (%) SEN (%) SPE (%) 

3 1.8 86.67 86.67 86.67 

5 1.7 86.67 86.67 86.67 

8 1.7 87.50 87.50 87.50 

10 1.8 88.33 90.00 85.00 

 
The obtained classification accuracies are 88.33%, 87.50%, and 
86.67% for ten, eight and fivefold cross validation with kernel 
parameter (KP) 1.8, 1.7 and 1.7 respectively [32]. The obtained 
classification accuracy, sensitivity and specificity are 88.33%, 
90.00% and 85.00% for tenfold cross validation respectively.  

The kernel parameter value is varied from 0.1 to 2 with a step size 
of 0.1. Figure 4 shows graph for accuracy versus kernel parameter 
for three, five, eight and tenfold cross validation. Figure 5, 6, 7 
and 8 show plot for performance parameters versus kernel pa-
rameter for three, five, eight and tenfold cross validation respec-
tively. 
 

 
Fig. 4: Graph for Accuracy Versus Kernel Parameter Values for Three, 

Five and Ten Fold Cross Validation. 

 

 
Fig. 5: Graph for Performance Parameters versus Kernel Parameters for 

Three Folds Cross Validation. 
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Fig. 6: Graph for Performance Parameters versus Kernel Parameters for 

Five Folds Cross Validation. 

 

 
Fig. 7: Graph for Performance Parameters versus Kernel Parameters for 

Eight Folds Cross Validation. 

 

 
Fig. 8: Graph for Performance Parameters versus Kernel Parameters for 

Ten Folds Cross Validation. 

 
The comparison of proposed and existing methods for glaucoma 
diagnosis is given in Table 2. Figure 9 shows the graph for com-
parison of methods for ten folds cross validation. Yadav et al. [15] 

used texture feature extraction and classification. They reported 
the classification accuracy of 72%. Kolar et al. [16] explain about 
the retinal nerve fibre (RNF) of the glaucoma. It is characterized 
by regular damage. This method used two types of features name-
ly, power spectral features and fractal features to analyse RNF. 

This paper reported an accuracy of 74% using SVM classifier. 
Bock et al. [1] used intensity features extracted from B-spline and 
fast Fourier transform coefficients from pre-processed digital fun-
dus images. The dimensionality of features is reduced by principal 
component analysis (PCA). This method reported the classifica-
tion accuracy, sensitivity and specificity of 80%, 73% and 85% 
respectively using SVM classifier. Raja et al. 2013 [17] used com-
plex wavelet transform and higher order spectra and reported the 

classification accuracy, specificity and sensitivity of 81%, 87% 
and 87% respectively. Raja et al. 2015 [18] used wavelet packet 
decomposition (WPD) and entropy and energy features are ex-
tracted. They reported the classification accuracy, sensitivity and 
specificity of 85%, 82% and 100% respectively. Townsend et al. 
[19] used heidelberg retinal tomograph (HRT) 3 parameters, re-
cursive partition and regression tree with SVM classifier. They 
reported classification accuracy of 87.5%. Kim et al. [20] extract-

ed 7 features including fractal analysis and classified using SVM 
classifier. They reported the classification accuracy, sensitivity 
and specificity of 88%, 79% and 86% respectively. 
In this paper the obtained classification accuracies are 88.33%, 
87.50%, and 86.67% for ten, eight and fivefold cross validation 
with kernel parameter 1.8, 1.7 and 1.7 respectively [32]. The ob-
tained classification accuracy, sensitivity and specificity are 
88.33%, 90.00%, and 85.00% for tenfold cross validation respec-

tively. 
Obtained results prove that the performance of the proposed 
method is better compared to the existing methods.   
 

Table 2: Comparison of Proposed and Existing Methods 

Authors and  

References 

Accuracy 

(ACC) (%) 

Sensitivity 

(SEN) (%) 

Specificity 

(SPE) (%) 

Bock et al. [1]  80 73 85 

Yadav et al. [15] 72 NR NR 

Kolar et al. [16] 74 NR NR 

Raja et al. [17]  81 87 87 

Raja et al. [18]  85 82 100 

Townsend et al. [19] 87.5 NR NR 

Kim et al.[20] 88 79 86 

Proposed Method 88.3 90 85 

 

 
Fig. 9: Graph of Accuracy for Comparison of Existing Methods with Pro-

posed Method (PM) for Ten Folds Cross Validation. 

4. Conclusion 

This paper presented a proposed method of glaucoma diagnosis 
using third level 2D DWT and histogram features using LS-SVM 
classifier with RBF kernel. 
The green channel images are extracted from the digital fundus 
images and are decomposed using 2D DWT. Various histogram 
features have been extracted from the 2D DWT decomposed sub 

band images. The LS-SVM with RBF kernel used these features 
for the classification. The obtained performance parameters are 
given in Table 1. Only three main performance parameters namely, 
sensitivity, specificity and accuracy have been calculated. The 
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obtained classification accuracies are 88.33%, 87.50%, and 86.67% 
for ten, eight and fivefold cross validation with kernel parameter 
1.8, 1.7 and 1.7 respectively. The obtained classification accuracy, 
sensitivity and specificity are 88.33%, 90.00%, and 85.00% for 
tenfold cross validation respectively. 
The proposed method was found to be effective in diagnosis of 
glaucoma and, with some continuous training, it could facilitate to 
the technicians and doctors to understand the eye disease fast and 

accurate. It may considerably increase the diagnosis speed of oph-
thalmologists.  
The proposed methodology requires testing for huge database. The 
same approach can be used to extract other features from other 
diseases like ovarian cancer, fatty liver, diabetes and retinopathy. 
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