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Abstract 
 
This research work can identify the vehicle and classify the vehicle using the vehicle features such as shape, color etc., The parameters 
extracted from the vehicle classification are based on movement of the vehicle are classified as static, movement variation in the succes-
sive video frames are used to identify the hazardness of the vehicle. Digital Image processing techniques are used in the object detection.  
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1. Introduction 

This research work focuses in applying image processing 
concepts for detecting and tracking vehicles. Videos collected 
from different conditions in which vehicles were moving are 
used for analysis. Videos have been used as it is non-intrusive 
process and can be analyzed offline. 

Vehicle should follow traffic rules and move inside 
a lane for implementing the proposed algorithms. If the vehi-
cle is moving inside lane, false rejection of an actual vehicle 

or false identification of an object which is not a vehicle can 
be minimized. The following steps show how to identify a 
vehicle and direction in which vehicle is moving. 
Step 1:Identify if it is a vehicle. Discard other objects. 
Step 2:Verify if the vehicle is moving. 
Step 3:For each vehicle identified in a frame, a vector con-
sisting of {width, height, segmented object, average intensity 
value, road brightness (dark/light/bright)} is created. This 

step is required for tracking the vehicle in the subsequent 
frames. 
Step 4: Find the change in the vehicle size, and the direction 
of vehicle can be obtained. If the vehicle size grows, it indi-
cates that the vehicle is coming towards the camera. 

The next position of vehicle-1 to vehicle-N are ob-
tained in the frames (n+1)s by finding the x,y locations of the 

vehicles-1 to N as mentioned below:. 
V1(n+1)x,y- V1(n)x,y 

V2(n+1)x,y- V2(n)x,y 

VN(n+1)x,y- VN(n)x,y 

A vehicle can miss in some of the frames due to the follow-
ing: 
1. Overlap with other vehicles inline. 
2. Has taken a left or right turn. 

2. Categories of Vehicle Detection 

There is an increase in traffic flow due to development of 
vehicle technologies and transport systems. Improved moni-

toring techniques are evolved to make sure that vehicles  

are detected and tracked in all weather conditions . Detecting 
the movement of the vehicle in video sequence is difficult 
because of illumination condition background images, and 
occlusion, unexpected object motion, change in form of the 

object pattern, non-rigid structures of object. The problem is 
to evolve new techniques to  

1. Tripline:User defines the detection zone in the road 
way. Sensors are used to estimate the vehicle speed 
that considers the time it takes an identified vehicle 
to traverse a detection zone of known length. When 
the vehicle crosses one of the user identified zones, 
changes in the pixel are monitored.   

2. Closed-loop tracking : It is applicable for the 
longer roadway sections. Vehicles are indentified in 
a particular track as multiple selections. Validation 
can be performed and that particular vehicle has 
been taken into account for counting and speed of 
the vehicle is calculated using tracking algorithm.  
It is useful to alert the driver in a critical situation 
and to avoid the accident.   

3. Data association tracking : This techniques con-
nects the unique pixels to detect and track a specific 
vehicle or group of vehicles. The vehicles are as-

sumed that it pass through the field of view of the 
camera.  These unique connected pixels are tracked 
for every frame to give up tracking data for the se-
lected vehicle 

3. Data Collection 

Video database has been created by shooting video in hand 
DIGICAM. The videos are transferred to laptop. OSS decom-
piler has been used to extract the frames of the video. The 
video has been taken in the day time, cloudy time, late even-
ing and at night. All the information are processed using 
MATLAB R2011a. Using MATLAB we can get the solution 
faster than traditional programming languages. The following 
frames show distinctly the road, track lines and vehicles when 
viewed inclined, straight and curved. Fig 1 presents sample 

frames of video taken by fixing camera in a car 
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Fig. 1 : Sample frames 

 

 
Fig. 2 : Classification by proposed algorithms 

4. Procedure for Object Classification 

In the Fig 2, each single rigid and moving/static object is tracked. 

Each object is enclosed with rectangle, with the following proper-
ties: X and Y coordinates of the top left and bottom right of the 
rectangle, X and Y coordinates of the contour points of the 
tracked objects. Motion features extracted will be current speed, 
acceleration value, deceleration value, change in size, change in 
velocity. The movement of the vehicle is determined based on the 
previous frames to current frame and are listed as follows: static 
to static, static to moving, moving to moving, moving to static, 

sudden stop, sudden speed.  
Illumination Analysis: Basic input for this objective is to cap-
ture a video sequence of frames. Raw image is captured by the 
video camera using optical sensors. Determining the perfect illu-
mination is important for the quality of the captured images. Var-
iations in the illumination must be avoided in the image. 
Background Estimation: A captured image is preprocessed to 
reduce the noise in the images. Then the image is enhanced to 
identify the background difference from the object.  

Segmentation: Segmentation is a process that partitions the im-
age into regions. The enhanced image is segmented and used to 
identify the required object for detection and tracking. The profile 
of the object (X,Y) with respect to coordinate position of the 
frame is identified. The points are plotted as a map in the contin-
uous frames. 

There are 2 ways for object map: 1) Feature Extraction and 2) 
Motion Analysis. 
Feature Extraction: The features of the object such as shape and 
the edges of the object are identified. 
Motion Analysis: Identify the (X, Y) position of the required 

object in the first frame. This process is repeated for the remain-
ing frames. By applying affine transformation for the frames 
given in Fig 3, find the position change of the object, and hence 
the object movement can be confirmed. 
Classification: Object features and the objects position infor-
mation are given to the classification module.  

5. Framework of Motion analysis component 

 
Fig. 3 :  Motion analysis module 

 
Motion analysis component consists of three major modules: 
Object Tracking, Motion Feature Extraction and Object Analysis. 
The inputs and outputs of each module and their relationships 
with other modules are highlighted in Figure 3. Three main out-

puts in the motion analysis component are: 
Tracked Object: Each single rigid and moving / static object is 
tracked and highlighted in different colors. Each object is en-
closed with rectangle, with the following properties: 
i) X and Y coordinates of the top left and bottom right 

corner of the rectangle 
ii) X and Y coordinates of the contour points of the 

tracked objects 

Motion Features: The extracted features for each object are 
listed as follows: Change in size, Current speed, Acceleration 
value, Deceleration value and Change in Velocity. 
Object Status and Label: Types of object status in terms of 
movement are determined based on the previous frames to cur-
rent frame and are listed as follows: Static to Static, Static to 
Moving, Moving to Moving, Moving to Static, Sudden Stop, 

Sudden Speed.  

6. Conclusion 

This paper has presented sample frames extracted from video. The differ-

ent parameters that will be calculated is presented. The potential objects 

are identified along with the related information static to static, static to 

moving, moving to moving, moving to static, sudden stop, sudden speed, 

occlusion with two or more separate objects, split of one object to more 

than one objects are recognized. 
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