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Abstract 
 

World Wide Web (WWW) consists of a huge amount of web pages and links, provides massive information to the internet users. The de-

velopments of websites have become challenging thing and size of web contents is more abundant. The web usage mining technique is 

em-ployed in web server log for extracting the user information. Presently, the Web Recommendation System (RS) is rapidly developing 

and major objective is generating the customized data for the end users. The RS is the platform that make personalized recommendations 

for a particular user by predicting the ratings for different items. In this paper, an efficient web RS that consists of two methods such as 

Possibil-istic Fuzzy C-Means (PFCM) and Relevance Feedback Biased Bayesian Network (RFBBN) methods are proposed. The PFCM 

algorithm clusters the similar web page users. In these clusters RFBBN model extract the relevant information and predict the relevant web 

pages. The proposed method reduces the loss of the end users. The experimental analysis demonstrated that the PFCM-RFBBN approach 

delivered the high priority of web pages and also recommended the related web pages. Finally, the experimental outcome showed that the 

proposed ap-proach improved accuracy in web page recommendation up to 31% compared to the existing methods. 
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1. Introduction 

In present days, rapid growth of the Internet has shared huge vol-

umes of information to the web users. A lot of websites like news 

portals, different life style website, e-learning websites and etc., fre-

quently update the information. Each e-commerce website consists 

of its own RS, that directly or indirectly identifies the user’s behav-

iours [1]. The RSs are broadly used in different areas such as aca-

demic, social commerce, e-commerce and etc. RSs majorly provide 

appropriate information on items or behaviour of personal users is 

known as personalized recommendation [2, 3]. The web personali-

zation is the process of modifying the website based on the user 

requirement or group of users [4]. A RS is a web personalization 

technology that identifies products or information that are of im-

portance to a specific user. One of the application of recommender 

models is to guide users during their visit on a Web site. Making 

such a recommendation requires predicting the page that is of inter-

est to a user at a specific time [5]. The significant task in RS is to 

extract the interest of a user’s navigational path through the site in 

a session [6].  

In the context of recommender models, clusters of web sessions 

represent the groups of similar sessions that determine various nav-

igational behaviours in a given web site [7]. These kinds of recom-

mendation model’s performance majorly depend on the cluster’s 

capacity. Therefore, the researchers more concentrate on the im-

proving the clustering methods accuracy and RS system perfor-

mance. In existing research work, the user sessions are indicated as 

web page vectors [8]. Then, an efficient clustering technique is ap-

plied to estimate the numerical feature vectors in web session data 

[9]. For predicting the next request of a user, keep track of the order 

in which the pages are visited in a user session is an important pro-

cess. The clustering methods such as K-Means, FCM, and etc. have 

been used for clusters the similar user sessions based on distance 

function. The distance function calculates the sequence alignment, 

longest common sequence and etc. [10]. Recently, various tech-

niques have been proposed that exploit either the web access se-

quences in combination with knowledge extracted from the content 

of the web pages [11]. More specifically, the problem by extracting 

association rules from the web server log files using content based 

knowledge, by means of clustering the web pages by content is 

tackled in order to enhance the quality of the association rules. 

Then, the process tries to combine web access log files with web 

content, by extracting and using N-grams from the web pages [12]. 

In this paper, the PFCM clustering method is used for mapping the 

similar web pages, user sessions, web directory categories and be-

havioural patterns are identified. The proposed methodology is fo-

cused to overcome the drawbacks of both semantic similarity meas-

urement and availability of the recommended suggestions for a new 

user based on their profile. The RFBBN model is used for retrieving 

the relevant web pages and it reduce the loss of the end users.  

This paper is composed as follows. Section II surveys several recent 

papers in the web-page recommendation system. In section III, 

PFCM with RFBN for recommending the similar web page users is 

discussed. In Section IV, comparative analysis for proposed WPRS 

using MSNBC dataset is presented. The conclusion is made in Sec-

tion V.  

2. Literature review 

The researcher suggested several techniques are suggested on the 

web page recommendation system analysis. In this scenario, a brief 
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evaluation of significant contributions to the existing literatures is 

presented. 

R. B. Wagh, and J. B. Patil, [13] developed a new web personaliza-

tion technique to provide effective suggestions. This research accu-

rately predicts the user’s future requests, but the work was classified 

into two groups such as online phase as well as offline phase. In 

offline phase, the similar web pages were clustered using navigation 

pattern mining. Online phase generates the list of recommended 

web pages. The enhanced Graph based Partitioning Algorithm 

(GPA) was used for clustering of web pages and classified the cur-

rent user activities more accurately. The method helped to improve 

the browsing experience of the user. The threshold used in the last 

phase of recommendations affected the GPA in lower coverage.  

P. Damodharan, and C. S. Ravichandran, [14] presented a two-tier 

architecture for capturing recommendations in the form of the intu-

ition list for the user. The intuition list consists of a list of pages 

visited by the user as well as a list of pages visited by other user of 

having similar usage profile. The method was experimented on var-

ious real time databases like MNSBC and CTI dataset. The experi-

mental results represented that user navigation and to optimize the 

web server and improved the accuracy of the recommendations. 

The method improves the coverage parameter but, decrease the 

Live Session Window (LSW).  

D. Anandhi, and MS Irfan Ahmed, [15] dealt with some techniques 

used for predicting the future visit of potential user in a website. In 

the web server log, identify the user session after that apply the 

Rough Set Clustering ((RST) method for clustering the significant 

sessions. The clustering done based on the maximum number of 

web pages visited in the web sites. The RST clustering approach 

achieved better clustering accuracy compared to the traditional ap-

proaches such as fuzzy clustering, graph partitioning, path predic-

tion and graph partitioning. An experimental analysis, demon-

strated that the proposed fuzzy algorithm achieved better results in 

terms of MNSBC and CTI database, but to predict the appropriate 

recommended page a number of iterations required.  

R. Forsati et al., [16] proposed Binary Clustering Algorithms 

(BCA) to partition the binary session data. For clustering the binary 

data K-Means (KM) algorithm was used to achieve better clustering 

quality by combining with fine-tuning power. The KM method was 

compared with existing methods in terms of accuracy, minimum 

frequency, coverage and F-measure. The BCA method not able to 

handle directly the cold-start and dynamic pages requires some 

source of side information.  

R. Katarya, and O.P. Verma, [17] presented a top-N clusters FCM 

algorithm based on sequential information on user’s navigation. 

The method determined the similar users for the target user and also 

evaluated the weight for each web page. The method solved the 

problem of RS and also forecast a user’s next web page visit. The 

experimental result showed that the method achieved three times 

better accuracy performance compared to the existing methods. The 

FCM method was not much focused on privacy, trust and social 

networks with hybrid intelligent systems.  

3. Proposed methodology 

The mining technique identify the frequently visited web pages 

from web logs have become a significant task for web usage mining 

to understand the behavior of users. This paper proposed an effi-

cient web page recommendation system based on PFCM clustering 

algorithm and RFBBN model. The PFCM algorithm cluster the 

similar kinds of web pages and identifies the interesting behavioral 

patterns. After that, RFBBN model extracts the relevant web pages 

and it reduce the loss of the end users. The proposed web usage 

mining technique implemented in the working platform of JAVA. 

The figure 1 shows the architecture of proposed web recommenda-

tion system.  

 

 
Fig. 1: Proposed Architecture. 

3.1. Data acquisition 

A real dataset is used for this experiment. The data set is taken from 

the UCI dataset repository that consists of Internet Information 

Server (IIS) logs from msnbc.com and news-related portions of 

msn.com [18]. Visits are recorded at the level of Uniform Resource 

Locator category and are recorded in time order. Each sequence in 

the dataset corresponds to page views of a user during that twenty-

four-hour period. Each event in the sequence corresponds to a user's 

request for a page. The method takes data from this database for 

further processing. 

3.2. Pre-processing 

The input data is taken from the MSNBC database and it consists 

of irregular data. These data reduce the whole system performance. 

So, to remove the unwanted data preprocessing approach should be 

needed. The data cleaning approach is carried out to clean the un-

wanted data from the collected data in order to reduce the time. The 

main aim of preprocessing an input data is the data which is ob-

tained from the logs may be incomplete, noisy and inconsistent. All 

these contents must be cleaned and tokenized, to reduce the dimen-

sionality of terms by removing all unnecessary ones that have low 

discriminating values as well as reducing their ambiguity. The user 

sessions are identified from the preprocessed data with the help of 

the IP address and a predefined threshold. Each unique IP address 

is identified as a different user in session identification. The identi-

fication process defined by the set of pages visited by the particular 

user from the particular machine is identified. The relevant set of 

data constructed for training and testing process. The training pro-

cess contains maximum 70% of data from the standard datasets and 

the remaining 30% of data is used for the testing process.  

3.3. Possibility fuzzy c-means clustering 

After preprocessing, the input data are connected to the clustering 

process using PFCM. After the mapping determination process and 

the associations between web pages, user sessions and web direc-

tory categories, the behavioral patterns are identified with the help 

of PFCM. 

The PFCM is a data clustering technique, where each data point is 

a part of the cluster to a level indicated by the membership grade. 

In the clustering module, PFCM is dependent on the reduction of 

the objective function, which is illustrated in the equation (1), equa-

tion (2) and equation (3),  

 

( ) ( )2
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C n m n
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                                      (1) 

 

With following constraints: 
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Where, is the objective function,  is represented as the parti-

tion matrix, is represented as the typicality matrix, is denoted as 

the vector of cluster centers. The outcome of the objective function 

is achieved using an iterative approach, where the degree of mem-

bership and the cluster centers are mathematically represented in 

the equation (4), equation (5) and equation (6). 
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Where, n is represented as the number of data points, c is repre-

sented as the number of cluster centers, which are described by the 

coordinates ( ),
j i

x v and it is used to calculate the distance between 

cluster center and data sets. PFCM constructs possibilities and 

memberships with normal prototypes and cluster centers for every 

cluster. Choosing the objective function is the important aspect of 

the performance of cluster methodology for accomplishing better 

clustering. Whereas, the clustering performance is based on the ob-

jective function, which is utilized for clustering. For developing an 

effective objective function, the following set of requirements are 

considered. 

• Distance between the clusters should be reduced. 

• Distance between the data points, which allocated in the clus-

ters should be reduced. 

The desirability between the clusters and data are modelled by the 

objective function. Further, the objective function of PFCM is im-

proved by using driven prototype learning of parameter 𝛼. The 

learning procedure   is a dependent exponential separation 

strength between the clusters and it is updated at every iteration. 

The parameter  is represented in the equation (7). 
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Where,  is represented as sample variance, mathematically it is 

represented in equation (8), 
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Where,  

Then, a weight parameter is introduced to calculate the common 

value of . Each point of the database consists of a weight in rela-

tionship with each cluster. So, the usage of weight function delivers 

a better classification outcome, especially in the case of noisy data. 

The general equation of weight function is determined in the equa-

tion (9) 
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Where,  is denoted as the weight function of the point j  with 

the class i . The step by step procedure of PFCM is represented in 

the figure.2, and also effectively explained below.  

 

 
Fig. 2: PFCM Based Web Page Clustering Process. 

 

The figure 2 represents the similar web page clustering process of 

PFCM algorithm. When the number of clusters are initialized, then 

the evaluation of the distance between the centroids and data points 

are calculated. Once the similarity distance is calculated, the typi-

cality matrix is evaluated using PFCM algorithm. After that, with 

the help of FCM algorithm membership matrix is calculated. The 

FCM algorithm estimates the membership value of each data point. 

Finally, update the centroids of each and every cluster. The perfor-

mance of the proposed technique is assessed in terms of user’s gain 

and loss. Also, the performance of the PFCM utilized in the pro-

posed technique is analyzed in terms of interesting of users behav-

ioral patterns.  

3.4. Relevance feedback biased Bayesian network 

The Relevance Feedback (RF) technique is used in user data re-

trieval process to improve the final result set. In particular, the user 

gives feedback on the relevance of documents in an initial set of 

results. The gain and loss of the web users are identified and based 

on the gain and the loss the web directory is modified with the help 

of RFBBN technique which in turn reduce the loss of the end users.  

A Bayesian network data retrieval engine search the whole database 

to find the retrieval results. In our proposed work, the method builds 

a similar network, but only to process the relevant data. The net-

work aggregates all the features compared with their separate net-

works for each feature in the feature set. Moreover, the Bayesian 

network model is a dynamic model, which can be adjusted with dif-

ferent relevant data specified by the user. The weight of a link from 

the feature vector node to the relevant image node represented by 

 is hard to obtain directly. However, the equation (10) is cal-

culated by using Bayes’ rule. 

 

                                                                      (10) 

 

Where, are prior belief values of the component  and 

the relevant image k
o

. The equation  is calculated in equa-

tion (11). 
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Where,  is the distance of relevant image  and the query exam-

ple on component j
r

. These weights are then normalized to make 

the sum of the weights equal to 1. The weight calculation is shown 

in the equation (12). 
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The web page links weights and previous beliefs of all the nodes in 

the network have been allocated. The RFBBN method initializes 

the query node and perform the interference propagation through-

out the network to update the belief value of all the relevant data. 

Then theses belief values can be used as the probabilistic ranking 

of the relevant data.  

Biased Bayesian Network 

The proposed methodology for relevance feedback in the BBN 

model is evaluating a set of retrieved documents obtained because 

of running query Q . The natural approach would be to instantiate 

each evaluated document to its corresponding relevance value. The 

clusters consist of relevant and irrelevant documents so, based on 

the relevance value it is easy to identify the relevant documents. 

The new query 
1

Q  would be shown in equation (13) and equation 

(14). 
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The main idea is to first derive additional pairwise preferences from 

the data using the available significant information and in the opti-

mization phase-bias, the optimization procedure draw a certain 

amount of samples from these additionally available data points. 

The gain and loss of the web users are identified. The gain is re-

ferred to as users found the requested web pages and loss is referred 

to as the users not possible to found the requested web pages. Then 

the web directory is modified with the help of RFBBN technique, 

which in turn reduce the loss of the end users. The web page re-

trieval process using proposed and existing methods experimental 

performance is shown in the following sections.  

4. Experimental result 

The implementation for experimental analysis performed in Net-

beans (version 8.2) that was employed on PC with 3.2 GHz with i5 

processor. In order to estimate the efficiency of the proposed algo-

rithm, the performance of the proposed method was compared with 

Singular Value Decomposition (SVD), Markov Model, and Dy-

namic Nested Markov Model (DNMM) [19, 20] on the simulated 

recommended web pages. The performance of the proposed meth-

odology was compared in terms of accuracy, precision, and predic-

tion time. 

4.1. Performance measure 

Performance measure is defined as the relationship between the in-

put and output variables of a system understand by employing the 

suitable performance metrics like Accuracy, Precision and Predic-

tion Time. The general formula for calculating the evaluation met-

rics of the web page recommendation analysis is given in the equa-

tion (15) and equation (16). 

Accuracy  

Accuracy is the measure of statistical variability and a description 

of random errors. The general formula of accuracy for determining 

the web page recommendation analysis is given in the equation 

(15). 

 

100
TP TN

Accuracy
TP TN FP FN

+
= 

+ + +                                            (15) 

 

Where, TP  is represented as true positive, FP  is denoted as false 

negative, TN  is represented as true negative and FN  is stated as a 

false negative.  

Precision 

The precision of learning and adapting the user profiles for each day 

of the experiment duration. The precision can be calculated in equa-

tion (16),  

 

int

int

Number of correct learned adapted erests
precision

Total number of actuak erests


=

             (16) 

4.2. Experimental analysis data acquired from MSNBC 

database 

MSNBC dataset is assessed for comparing the performance evalu-

ation of existing methods and the proposed scheme in the experi-

mental analysis. The table 1 represents the accuracy of the existing 

and proposed web recommendation system’s performance analyzed 

with different five samples and three predictions. 

 
Table 1: Accuracy Performance of Existing and Proposed Methods 

Meth-

ods 

No. 

of 
pre-

dic-

tions 

Ran-
dom 

(%) 

Sam-
ple 

1(%) 

Sam-
ple 

2(%) 

Sam-
ple 

3(%) 

Sam-
ple 

4(%) 

Sam-
ple 

5(%) 

 
SVD 

[19] 

1 5.88 11.76 12.50 9.38 17.24 13.64 
2 11.76 23.53 18.75 18.75 24.14 13.64 

3 17.65 29.41 37.50 28.13 31.03 22.73 

Markov 

Model 

[20] 

1 60.89 53.58 61.35 69.85 68.25 67.25 

2 61.24 58.89 62.78 70.12 69.23 70.12 

3 68.56 60.98 63.56 71.41 71.28 72.36 

PFCM-

RFBBN 

1 85.36 88.56 90.12 82.56 88.25 92.0 
2 84.78 87.23 91.25 87.57 90.69 92.87 

3 89.12 91.85 93.75 89.43 91.25 93.25 

 

The SVD algorithm achieves 29.41%, 37.50%, 28.13%, 31.03% 

and 22.73% of accuracy in different five samples. The Markov 

model achieves 60.98, 63.56%, 71.41%, 71.28%, and 72.36%. The 

PFCM-RFBBN model achieves 91.85%, 93.75%, 89.43%, 91.25%, 

and 93.255 of accuracy in web page prediction. Compared to the 

existing WRS model, the proposed PFCM-RFBBN based WRS 

model shows better results. 

 

 
Fig. 3: Accuracy Performance. 

 

The figure 3 represents the graphical representation of accuracy 

performance. In different samples, the web pages are correctly pre-

dicted using different RS. Correct predictions are found out by com-

paring original and predicted web pages; those predicted web pages 

that are equal to original web pages are considered as correct pre-

diction. 
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Table 2: Precision Performance of Existing and Proposed Methods 

Meth-

ods 

No. 

of 
pre-

dic-

tions 

Ran-
dom 

(%) 

Sam-
ple 

1(%) 

Sam-
ple 

2(%) 

Sam-
ple 

3(%) 

Sam-
ple 

4(%) 

Sam-
ple 

5(%) 

 

SVD 

[19] 

1 5.88 11.76 12.50 9.38 17.24 13.64 

2 11.76 23.53 18.75 18.75 24.14 13.64 

3 17.65 29.41 37.50 28.13 31.03 22.73 
Markov 

Model 

[20] 

1 72.42 65.35 65.23 75.85 85.25 75.25 

2 74.98 68.98 68.87 78.21 90.52 78.21 

3 75.65 69.25 70.56 80.14 93.89 79.63 

PFCM-
RFBBN 

1 89.63 90.65 93.12 90.65 95.52 93.01 

2 91.14 91.71 95.25 91.49 97.35 95.87 

3 92.28 93.85 97.75 95.65 99.25 99.45 

 

The table 2 depicts the precision performance of the WRS of exist-

ing and proposed models. The precision performance is calculated 

for different five samples. The SVD method is employed in five 

different samples and three times predicted the web pages. The pre-

cision of the SVD algorithm achieved 17.65%, 29.41%, 37.50%, 

28.13%, 31.03% and 22.73% in MSNBC database. The Markov 

model achieved 75.65%, 69.25%, 70.56%, 80.14%, 93.89% and 

79.63%. The PFCM-RFBBN model achieved 92.28%, 93.85%, 

97.75%, 95.65%, 99.25%, and 99.45% of precision. The graphical 

representation of precision performance is shown in figure 4.  

 

 
Fig. 4: Precision Performance. 

 

 
Table 3: Prediction Time of WRS System Models 

Time Evalu-

ation 

First Order 

Markov Model 

First Order 

DNMM Model 

Second Order 

Markov Model 

Second Order 

DNMM Model 

Third Order 

Markov Model 

Third Order 

DNMM Model 

PFCM-

RFBBN 

Prediction 
Time (sec) 

12 12 34 23 34 30  9.2 

 

 
Fig. 5: Prediction Time. 

 

The table 3 represents the prediction time of the web page RS per-

formance of existing and proposed models. The prediction time 

taken by various orders of the model, which is measured on the test-

ing file. The RS prediction time, majorly depends on the several 

factors like the network traffic, server response time etc. The num-

ber of web pages in the web log file effectively influences the pre-

diction time. According to the figure 5, when the number of web 

pages increased, the prediction time also increased simultaneously. 

The first-order DNMM and Markov Model takes almost the same 

time to forecast the next accessed web page. Compared to the 

higher-order MM model, the higher-order DNMM takes minimum 

prediction time. The PFCM-RFBBN model achieved 9.2msec of 

prediction time. Compared to all the other methods, the proposed 

PFCM-RFBBN model achieved better results.  

5. Conclusion 

Web page RSs are used to recommend the future web page views 

to WWW users. In the recent days, huge amount of web pages, web 

sites and web documents are available, so the search engine returns 

the thousands of related links to a search query. The outline of the 

current websites has overwhelmed the web users by offering many 

choices. Hence, the web users tend to make poor decisions when 

surfing the Web, due to an inability of managing the enormous 

amount of information. In this research paper, PFCM-RFBBN 

model is proposed for predicting the efficient web pages with the 

help of PFCM algorithm clusters the similar web page users. The 

RFBNN model extracts the relevant information from these clusters 

and predict the relevant web pages. An experimental analysis 

demonstrated that the PFCM-RFBBN approach obtained 31% of 

improvement in accuracy and 6% of improvement in precision of 

WRS for MSNBC database. The PFCM-RFBBN model perfor-

mance is compared with the existing models namely SVD, Markov 

model and DNMM. In the future work, for further improving the 

web page recommendation accuracy, possible to develop a new pat-

tern mining approach with an adaptive clustering methodology. 
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