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Abstract 
 
With the rapid increase of web contents and the spread of social media and microblogs such as Twitter and etc.., the focus on the senti-
ment analysis (SA) is deeply being studied. The research on Arabic sentiment analysis is progressing very slow in compared to English 
sentiment analysis. The former has recently attracted a considerable concentration of researchers. In this respect, this paper aims to pre-
sent a brief review of some major works that have addressed the document-level sentiment analysis in Arabic. This review includes re-
search and studies published during the period of 2011-2017 for different approaches of document-level sentiment analysis. 
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1. Introduction 

With internet availability and exponential increase in it is usage, 
the web has become a platform to read and write information. This 
textual information is growing every day on the internet, so there 
is an abundance of web forums, social media and personal blogs 
and etc. 
The users of the internet are no longer just consumers of web con-

tent, but also producers of it. Their contributions become very 
important to enrich the web content. These users express their 
opinion and share information on different fields and topics. 
Due to the increasing of the opinions, reviews, feedbacks and 
emotions on the web, exploring and analyzing these information 
becomes very important in determining the best decision making 
by other users ranging from products, movies, education, health 
and politics to hotels and different services that help people, com-
panies, institutions, and states making their decisions or predic-

tion. According to Pew surveys (2014) [1], around 81% of adult 
American internet users use the internet to browse information 
about products or services that they want to buy. This information 
can be used to create a relationship between the products that are 
purchased [24]. 
Therefore, automating the process of text sentiment analysis has 
become useful. People will be able to access the opinions and 
sentiments about a specific topic in a good manner, rather than 

reading the reviews to obtain the final opinion. This new research 
domain is called sentiment analysis or opinion mining. Sentiment 
Analysis(SA),extracts, analyzes  and evaluates language and its 
inflections to determine attitudes, opinions and emotions for re-
views or documents that related to a business, product , service or 
any topic, by including many fields such as statistics, Natural 
Language Processing (NLP) and machine learning to determine if 
an expression is positive, negative, or neutral, and to determine its 

degree, so that we can benefit from the results and employ it in the 
field or domain that we interested in. [2] Proved that sentiment 
analysis useful for many Natural  Language Processing (NLP). 

In sentiment analysis initially, the content of the text is determined 
whether it is subjective or objective [2]. This step is called subjec-

tivity classification. Then the second step is to analyze the subjec-
tive text and its purpose to determine which of the sentiment po-
larities it has [2]. In the sentiment classification the type of data 
used varies from one domain to another., So, if a sentiment analy-
sis system for customer reviews works well may not work with 
movie reviews, and also from one language to another [3]. Our 
paper would be focus on Arabic language where it is considered as 
one of the sematic languages, and as a mother tongue of about 22 

countries and used by more than 325 million persons in daily 
communication [4]. The Arabic script also the second most famil-
iar script in the world after Latin [5]. Further, Arabic language is 
one of the fastest growing languages on the internet, it is one of 
the top ten languages on the internet (Figure 1). These statistics 
were captured in 2017 according to the Internet World State 
(2017). 
Nevertheless, in the area of sentiment analysis, there are many 
research study deal with English language, but the Arabic senti-

ment analysis is still in its early stages and there are a few re-
searches have been conducted in this direction. Although it started 
after 2008, the studies on sentiment analysis in Arabic have in-
creased over the last five years. This may be due to relatively lim-
ited research funding and scholarly work in this area compared to 
English language studies. In addition to the morphological com-
plexities of the Arabic language, since the Arabic language can be 
divided into three main types are Classical Arabic (CA), Modern 

Standard Arabic MSA, and Dialect Arabic (DA) [8].CA is the 
language of the Qur'an the oldest version of Arabic. The MSA is 
the current formal Arabic language of Arabic countries used in 
media, education, newspapers, and books. 
DA is the colloquial language and there is a difference in the Dia-
lect Arabic from one region to another in the Arab countries. 
There are similarities and differences between MSA and CA since 
MSA has the same syntax and morphology of CA [9]. 
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Fig. 1: Top ten languages on the internet (Internet World Stats - 
www.internetworldstats.com/stats7.htm) 

The words of DA mostly derived from MSA. Recently, some peo-
ple have become writing MSA as well as Arabic dialects using 
Latin Characters which is widely used in social media platforms. 
It is called Arabizi or Romanized Arabic. 
From the foregoing, it is clear that we face challenges and prob-
lems with sentiment analysis for the Arabic language, especially 
for dialectal varieties and morphological complexities of the Ara-

bic language, where these challenges are compounded by the pres-
ence of orthographical variants and multiple dialects, which are 
often used along with the formal written language. 
 In sentiment analysis, the classification process can be applied at 
three levels of the text (sentence, document, and aspect). Our work 
would be concentrated on the document level. 
The rest of this paper is structured as follows: Section II presents a 
literature review of related studies, section III, contains material 

and methodology of document-level sentiment analysis, in Section 
IV, the previous study results are discussed. We finish by a con-
clusion in the last section. 

2. Literature Review 

Many papers have presented different approaches for Arabic Sen-
timent Analysis where they dealt with the problem of sentiment 

classification in different ways. In general, the sentiment Analysis 
can be performed at three different levels of the text: 
i. Sentence-Level Sentiment Analysis: In this level, each sen-

tence may have a different opinion, so the polarity will calcu-
late for each sentence where each sentence is considered as a 
separate unit. 

ii. Aspect-Level Sentiment Analysis: Sentiment and opinions of 
individual phrases and sentences are determined about a par-

ticular aspect, where product features are identified and ex-
tracted from the source data. 

iii. Document-level sentiment analysis: it is the most common 
level. As clear from it is named it assumed that the author of 
the document has an opinion on one main object expressed in 
the entire document. where express the negative opinion in 
negative value and positive opinion in the positive value. So 
at this level, we can go beyond the problem of determining 

the boundaries of sentences that facing the previous level. 
But the document level has special challenges, most notably 
is containing the article for more than one opinion, also the 
inverse sentiments in the same article, where the opposite 
opinion may invalidate the main opinion like (It could have 
been a good movie but the acting is well done...etc.).  

In sentiment analysis, there are three approaches that commonly 

has been used to perform sentiment classification. 
First, Machine learning approach.  Machine learning is a tech-

nique that gained the interest of researchers because of its accura-
cy and adaptability. where often depend on supervised classifica-
tion approaches. It uses linguistic features and applies the famous 
ML algorithms. Initially, known data rules are used to train the 
algorithm then applied this algorithm on an actual dataset. on the 
other hand, Lexicon-based Approach also has commonly used by 
others. is an unsupervised technique. 
Authors of [13] performed a binary sentiment classification utiliz-

ing three proposed classifiers: SVM, NB, and KNN. Before the 
classification step. They applied preprocessing phase by proposing 
three methods are Remove Similar, Remove Farthest and Remove 
by Clustering. Where the algorithm of each method contains four 
different steps. Authors used two corpora, the first one was 
ACOM (Arabic Corpus for Opinion Mining) that includes two 
Arabic datasets for two different domains, the second one was 
SINAI corpus which developed by Rushdi-Saleh et al [12]. That 

are different in domain, document size, unbalance rate and lan-
guage. 
The authors mentioned that proposed preprocessing improved the 
classification performance. The results of their experiments 
showed that k-NN is sensitive to unbalanced datasets but SVM is 
highly sensitive. On the contrary, NB is not sensitive to unbal-
anced data sets. 
Authors of [15] performed sentiment classification by two forms 
sentiment, polarity classification, and rating classification. They 

applied machine learning using SVM, MNB, and BNB. They also 
used simple features. Authors presented large Arabic sentiment 
analysis dataset by collecting dataset from www.good- reads.com 
and created a Large-scale Arabic Book Review (LABR) that con-
tains over 63,000 book reviews. 
Notwithstanding they utilized simple classifiers and features, sen-
timent polarity classification achieved (90% accuracy), but for 
rating classification, there was much room for improvement in 

rating classification (50% accuracy). 
Authors of [17] proposed machine learning approach by using 
(SVM, KNN, BNB, MBN and stochastic gradient descent). Au-
thors collected dataset from twitter, that contains 10,006 Arabic 
Tweets. where they applied the classifiers on the balanced and 
unbalanced datasets and performed two set experiments: first one, 
four-way sentiment classifications which are classified texts as 
objective, subjective positive, subjective negative, and subjective 

mixed and the second one, Two stage classification. where SVM 
classifier was the best one among all classifiers based on results of 
experiments. Even so, their experiments did not show good results 
by using n-grams features in multi-way classification. 
Authors of [19] applied machine learning approaches to classify-
ing tweets using Naive Bayes (NB) and Support Vector Machines 
(SVM) with some selection schemes like TF-IDF and BTO. Au-
thors applied Preprocessing (tokenization, removal stop word, 

light stem and filter token by length) on the dataset. They used the 
polarity to classify tweets (positive, negative and neutral) where 
they collected the used tweets from public timelines. 
The results of their experiments showed the effect of applying text 
Pre-processing in sentiment analysis classification as a key factor. 
Also, that SVM classifier has promising results. 
On the other hand, Lexicon-based Approach has commonly used 
by others. It is an unsupervised technique so no need training data 
and alternatively depend on semantic orientation. where It utilizes 

a list of predefined words, each word is related to a specific senti-
ment, Thus the whole process becomes faster. This Approach 
divided into corpus-based and dictionary-based to analyze the 
sentiment polarity 
Authors of [14] proposed A lexicon-based approach to perform 
subjectivity classification for both Modern Standard Arabic (MSA) 
news articles and dialectal Arabic microblogs from Twitter. Since 
they used lexicons (MPQA) that is an existing English subjectivity 

lexicon, and a manually created Arabic (ArSenti) because the 
MPQA lexicon had many translation errors. the authors used 
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stemming and POS tagging. and applied positive and negative 
sentences for polarity classification experiments. The results of 
their experiments showed an improvement in sentiment classifica-
tion and subjectivity for Arabic tweets. 
Authors of [16] proposed a lexicon-based approach to sentiment 
classification of Arabic texts, particularly for Egyptian texts. This 
approach contains three steps: building a sentiment lexicon, as-
signing weights to words and determining semantic orientation.  

Authors used two datasets, the first dataset (Twitter dataset) con-
tains 500 tweets and the second dataset (Dostour dataset) contains 
100 web comments. These datasets used to evaluate two unsuper-
vised classification algorithms the Sum method and the Double 
Polarity (DP) method. Their experiments gave good results 
(83.8% accuracy) on a Twitter dataset. 
The evolution of sentiment analysis has shown researchers explor-
ing the possibility of using a hybrid approach. this approach is 

suitable where is a combination of machine learning and lexicon 
based approaches. This approach has the potential to combine the 
speed of lexical based approach and performance of a machine 
learning approach. 
Authors of [11] proposed combined approach contains lexicon-
based method, maximum entropy (ME) method, and k- nearest 
neighbor (KNN) method. Since they used these methods com-
bined. This proposed approach has succeeded in producing better 

results. where they utilized the lexicon-based method to classify 
the largest number of documents as possible. Then the maximum 
entropy method used the resulting classified documents from the 
lexicon-based method as a training set to classify some other doc-
uments. At last, k-nearest neighbor method utilized the resulting 
classified documents from the lexicon-based method and ME as a 
training set to classify the remaining documents. 
The authors have tested an experiment involved their different 
domain dataset which are education, politics, and sports which is 

totally 8793 Arabic statements from 1143 post.  Generally, with 
combined method, the result showed better improvement for 80% 
accuracy compared to the use of single or lesser combination. 
Authors of [18] applied a semi-supervised approach to building a 
multi-domain lexicon of entries which covered four multi-domains 
reviews datasets (hotel reviews, movie reviews, restaurant reviews 
and product reviews).  The results have shown that the SVM was 
high performing classifier. While KNN was the worst, but the 

combination of the lexicon based features with the other features 
gave best performing feature on the total accuracy, with 2% in 
case of Counts and 10% in cases of TFIDF and Delta-TFIDF. 
Also, Authors pointed out that documents rich in polar expres-
sions improve the performance of the algorithm to give better 
results. 

3. Techniques and Methodology 

In this section, we aim to understand the methodology of senti-
ment analysis and present the sentiment analysis process, also we 
will present the applied techniques and in document-level senti-
ment analysis. 
We will start with the general sentiment analysis steps as shown in 
figure 2.  

The first step includes collection of data that may involve any 
format of data (Word, PDF, XML, HTML, etc.) that we need to 
process. 
These data are converted to text and then pre-processed. Pre-
processing step is very important in sentiment analysis. In order to 
obtain better results, at this step the raw data is cleaned and pre-
pared by reducing its complexity as follows to prepare the final 
data for the classification step: 

 Extraction (Tokenization): This method aims to tokenize the 
document content into individual term(word)Segmentation of 
sentences. 

  Normalization: In the Arabic language, there are some charac-

ters written in different ways such as (Alef Hamza below "إ" 

and Alef Hamza above "أ"). So, aims this step to normalize the 

spelling of these characters. 

 Non-Arabic removal: Ignore data that contain letters {A-Z, a-

z}. 

 Remove stop words: Arabic stop words are not useful in the 

search. So, they are removed. Where removing stop words 
saves time and space. 

 Negation handling: Convert positive sentiment to negative, or 

from negative to positive by using special words. 

 Expand acronyms: Expand acronyms to their original words by 

acronym dictionary. 

 Stemming: Root-based stemming, Light Stemming, Statistical 

stemmer and a hybrid approach. 

 Filtering: By removing URL links, special words in Twitter, 

user names in twitter, Repeated lettered and emoticons. 

 
 
 
 
 
 
 

 
 
 
 
 
 
 

Fig. 2: A general sentiment analysis process 

 
The classification step can be done at three levels of the text: 
1. Sentence-Level Sentiment Analysis: Based on the classifica-

tion of sentiment and opinions expressed in each sentence. 
2. Aspect-Level Sentiment Analysis: Aims to determine the sen-

timent and opinions of individual phrases and sentences about a 

particular aspect. 
3. Document-level sentiment analysis: this level assumes that the 

author of the document has one expressed opinion in the entire 
document on the main subject. Document-level sentiment anal-
ysis divided into supervised approach, unsupervised approach 
and semi-supervised approach: 

A. Supervised learning: In this approach, there are a finite set of 
classes into which the document should be classified and train-
ing the classifier on the text polarity prediction [21]. Since the 

classifier will learn from the training data and (sometimes) 
builds a model which is later used to classify the documents of 
the testing set, the system learns a classification model by using 
one of the common classification algorithms such as: 

 Decision tree classifiers: (D-Tree). 

 Linear classifiers: SVM (Support vector machines), NN (Neural 

Network). 

 Rule-based classifiers. 

 Probabilistic classifiers: NB (Naive Bayes), BN (Bayesian 
Network), ME (Maximum Entropy). 

This classification is then used to tag new documents into their 
various sentiment classes. When a numeric value (in some finite 
range) is to be assigned to the document then regression can be 
used to predict this value (like, the Amazon stars ranking sys-
tem). 

B. Unsupervised learning (lexicon-based): Lexicon-based is 
divided to dictionary-based approach and corpus-based ap-
proach, which use statistical or semantic methods to find senti-

ment polarity, that can build either manually or automatically 
[22]. 
Unsupervised learning for document-level Sentiment Analysis 
based on semantic orientation (SO) of phrases within the docu-
ment. Associated every word with a polarity value (positive or 
negative). There are two weighting algorithms to assign a sen-
timent weight: 

http://context.reverso.net/الترجمة/الإنجليزية-العربية/that+may+involve


International Journal of Engineering & Technology 131 

 
Sum method: It is done by extracting the sentiment polarity of 
each word in the document where the weight of 1 will assign for 
positive words while the weight of -1 will assign for negative 
ones. The total polarity of the document is calculated by accu-
mulating the polarity score of each word in the document [23]. 
Double Polarity (DP) method: For each word in the lexicon will 
assign both a negative and a positive weight. For example, if a 
negative word in the lexicon has a weight of -0.7, then it will be:  

(1+(-0.7)=0.3) the positive weight. As well, a positive word of 
0.9 weight has a -0.1 negative weight. The polarity of the doc-
ument is calculated by gathering all the negative weights and all 
the positive weights in the document. Then the final polarity is 
calculated depending on the greater absolute value of the com-
bination result. 

C. Semi-supervised approach: This approach combines Super-
vised learning and Unsupervised learning methods. 

 
Finally, the results: The goal of sentiment analysis is to extract 
meaningful information from unstructured document text. The 
results of text can be displayed after the analysis is completed in a 
graphical form like a bar chart, pie chart, and line graphs. Also can 
be analyzed the time and graphically presented. 

4. Discussing  

Table 1: Research on Document-level sentiment analysis for the Arabic 

language 

 

 

 

 

 

 

 

Sentiment Classification at document level has the largest share of 
research studies by using either supervised learning, unsupervised 
learning, or semi-supervised learning. 

 

 Supervised Learning: Most research on sentiment analysis 

using supervised learning algorithms to create sentiment clas-
sification models that are require labeled data. As indicated in 
table [1], The supervised learning approach has been applied 

repeatedly.  Although, labelled data are often difficult and 
costly to acquire. And often used SVM and NB as classifiers. 
Also, the n-grams have been used as a feature repeatedly. The 
results have shown the effectiveness of the supervised learn-
ing approach in most research. However, this study shows 
that obviously the less accurate was for paper [17] (69.10%). 
Authors used four-way sentiment classification task in four 
classes (objective, subjective positive, subjective negative, 

and subjective mixed). Since using this 4-way consider as 
advantage and more challenge than 3-way classification task 
with classes of sentiment polarity (positive, negative and neu-
tral). On the other hand, this paper applied machine learning 
algorithms (SVM, MBN, BNB, KNN and stochastic gradient 
descent) on the balanced and unbalanced datasets. However, 
It gave bad results, Since used n-grams as unique features in 
multi-way classification. But the same algorithms gave better 

result in other research. It seems that using n-grams as unique 

features in multi-way classification is the reason to give bad 
results. We would like to mention that in this paper, SVM is 
considered as the best classifier, since it gave accuracy 
(69.1%). 

 Unsupervised Learning: This approach utilizes mainly for 

classifying the unlabeled data. It is used because the labeled 
data that used in supervised approach is more difficult than 
collecting data for training. But we have a challenge with the 
sentiment dictionaries for Arabic language. As we already 
mentioned, there is no abundance of studies and research is 

conducted in Arabic language, Unlike English. So English 
dictionaries are often used to create Arabic dictionaries by 
using machine translation. However, It does not give the de-
sired results. That is why the future studies must work to im-
prove Lexicon-dictionaries for Arabic language and expand it 
to include the missing terms. The studies demonstrate this 
approach does not give better performance than supervised 
learning approach. As indicated in table [1], Paper [16] gave 
a performance with accuracy (83%), especially on twitter da-

tasets.  

 Semi-Supervised Learning: This approach exploits the ad-

vantages of both labeled and unlabeled data during the train-
ing stage. This approach creates cooperation between unsu-
pervised and supervised learning by adjusting for the shortfall 
of labeled cases with unlabeled ones, So Semi-Supervised 
Learning is good to build sentiment classification models. 
Therefore, we expect that shedding light on this approach in 
the future could lead to promising results. As indicated in the 
table [1], Studies [18] and [11], Authors proposed a com-

bined approach that combines lexicon and supervised learn-
ing methods. Their experiments showed that this proposed 
approach gave better results than using each method alone. 

5. Conclusion  

In this paper, we have surveyed about the important document-
level sentiment analysis studies in the Arabic language. Where 

Arabic sentiment analysis is still in its early stages but the studies 
on sentiment analysis in Arabic have increased over the last five 
years. However, there are challenges with the morphological com-
plexities of the Arabic language compared to the English language.  
We concentrated on document-level sentiment analysis studies. It 
is the most common level where it assumed that the author of the 
document has an opinion on one main object expressed in the 
entire document either negative or positive. So the document level 

has special challenges, such as containing the article for more than 
one opinion, also the inverse sentiments in the same article. 
Also, we presented sentiment analysis process and applied tech-
niques in document-level sentiment analysis, where studies have 
shown the importance and effect of preprocessing on sentiment 
classification. For sentiment classification, there are three types of 
approaches (Supervised, Unsupervised and Semisupervised) 
Among these approaches the supervised learning is the most used 

where gained the interest of researchers because of its accuracy 
and adaptability where SVM classifier was most applied. On the 
other hand, unsupervised learning has used by others because it is 
no need training data and alternatively depends on semantic orien-
tation. Semisupervised learning has the potential to combine the 
speed of unsupervised learning and performance of supervised 
learning. 
Concerning the results of studies, their findings were interesting. 

But as we mentioned earlier there are many challenges in the na-
ture of the Arabic language that must be taken into consideration 
to get better results in future research. 
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