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Abstract 

 
Studies have shown that instances of Parkinson’s disease have been on the rise over the past 30 years. A metric that measures the 

extremity of Parkinson’s disease in a person is their Unified Parkinson’s Disease Rating Scale (UPDRS) score. Thus, an algorithm that 

can predict the UPDRS score of a Parkinson’s patient will be effective in determining the severity of the patient’s condition. This paper 

aims to forecast a patient’s UPDRS score by inferring patterns from historical figures and other independent parameter values that affect 

the patients’ UPDRS score. Four regression techniques namely multilinear, ridge, robust and LASSO regression are being used to predict 

the UPDRS scores. This will be done using the R language and through the use of the MASS, glmnet packages. 
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1. Introduction 

Parkinson’s disease is a degenerative disease which causes people 

to lose control of their nervous system, and as a result, their motor 

skills. The severity of Parkinson’s disease is measured by a system 

known as UPDRS. Since a patient’s UPDRS score informs us of 

the extremity of the disease’s progression, it allows the patients to 

take the necessary measures to cope with the disease. As such, an 

algorithm which predicts the UPDRS score of a patient of 

Parkinson’s disease would be of great use to doctors as well as 

patients. Our paper aims to predict the UPDRS scores of patients 

of Parkinson’s disease based on previously existing records of 

patients’ UPDRS scores by extrapolating regression patterns 

present in the historic patient data. This data includes previously 

measured total UPDRS scores, motor UPDRS scores, voice 

frequency, shimmer, jitter measurements and ratios. 

The total UPDRS score will be the predicted parameter. This will 

be predicted on the basis of several data attributes mainly 

including various measures of Shimmer, Jitter and the motor 

UPDRS scores. The regressive techniques that will be used to 

determine the total UPDRS scores are: multilinear, ridge, robust, 

and LASSO regression.  

2. Related Works 

In [1], the paper concentrated on different machine learning 

techniques used to predict the extremity of Parkinson’s disease 

from recordings of a patient’s voice. It used regular regression 

techniques as well as time series modelling and finally, employed 

simpler models such as hidden Markov models. The three 

different types of regressive models used were LASSO, ridge and 

linear regression to select the best or most influential features. In 

addition, moving average models were also used in order to  

 

 

employ the time series portion of the data set, by calculating a 

moving average variable which used the selected features from 

LASSO regression. This model was able to predict the severity 

with a 2% accuracy. 

The research paper [2] also focuses on predicting the severity of 

Parkinson’s disease in a patient through a measure and analysis of 

the patient’s speech patterns. Regression techniques based on the 

use of support vector machines were employed to do so. 

Polynomial, radial function basis and sigmoid kernel function 

were used to implement different forms of support vector 

regression (SVR). As such, regression was used to predict, analyse 

and evaluate the severity of Parkinson’s disease, particularly in 

relation to speech analysis. The experimentation technique was 

able to predict the UPDRS score to a decent accuracy with an 

absolute mean error of 5.7. 

In [3], the focus is on trying to propose a new and more efficient 

model for predicting the presence of Parkinson’s disease at an 

early stage. They try to do this through the identification of 

dysphonia. The study observed patients suffering from 

Parkinson’s disease and analysed the data obtained through the 

use of neural networks and Support Vector Machines (SVM). 

Logical regression and classification was also used in order to 

make the analysis easy. The paper applies the concepts of rotation 

forest and Haar wavelets for the first time to propose a new robust 

model for efficient diagnosis of Parkinson’s disease. The average 

correctness of prediction of the disease using different methods 

via the proposed model was around 92%. 

In [4], the research paper focuses on the reasons and possible 

indications for Parkinson’s disease. It is an analytical paper which 

explores the different health conditions and markers that can be 

used in the prognosis of Parkinson’s disease. In addition to 

exploring motor-related markers, they discuss non-motor markers 

including loss in olfaction, autonomic dysfunction, vision, 

depression and many other factors. In addition, the importance of 

being able to diagnose or predict Parkinson’s was discussed.  

3. Proposed Model 
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The four models used in this paper are briefly explained below:  

 

Multilinear Regression: 

 

The multilinear regression technique is a method where the 

parameter or attribute that  must be predicted is assumed to vary 

linearly based on multiple parameters. Thus, this method estimates 

the value of the required attribute by linearly interpolating the 

training data, and accordingly giving an approximation of its value 

for the given inputs. The lm() function was used to accomplish 

this in R. A linear regression model can be represented as :  

 

Here, Y is defined as the total UPDRS score and x1, x2, so on are 

the various parameters such as: Jitter percentage, Shimmer 

percentage and others. All the other terms in the equation are 

constants which are estimated from the training data. 

 

Ridge Regression:  

 

Ridge regression is often compared to the OLS model. The OLS 

model tries to reduce the difference between the actual values and 

predicted values to make itself more efficient. Ridge also has 

lesser effects if outliers are sent in which is why it is a more 

advantageous option for generalising while OLS fits the given 

training data set better. It is implemented in R using the glmnet 

package. The ridge method uses L2 regularisation where attributes 

are to be penalised if they assign extra weightage to any attribute. 

So basically if any value gives wrong weightage then we penalise 

it by a term that is equal to the sum of the square of the 

coefficients.  

The most commonly used ridge parameters are:  

Alpha - used for a concept known as elastic net mixing. For ridge 

regression, alpha is usually zero. 

Lambda - The value of lambda determines the influence of the 

penalty term that is assigned to attributes that are accorded more 

weightage than needed. When lambda is zero, it is the same as 

conventional regression. However, when the value of lambda is 

large, the coefficients will tend to zero. The six parameters, apart 

from weighted price, were passed through ridge regression as they 

were the regression parameters. The optimal value of lambda was 

found and applied. 

 

LASSO Regression: 

 

LASSO regression, in theory, is very similar to ridge regression. 

However, where ridge uses an L2 permutation function, LASSO 

uses L1 regression. So, in LASSO, instead of the sum of the 

squares of the coefficients, the sum of the modulus of the 

coefficients is used. Thus, the penalty is determined by the L1 

module. LASSO regression is a feature selection model that works 

more efficiently in scenarios in which it is necessary to avoid 

using certain terms. This means assigning to some of the 

coefficients a value of zero. Robust regression cannot do this and 

hence, is not used in such situations. In terms of implementation in 

R, again it is very similar to ridge, except that the value of the 

alpha parameter is 1.  

 

Robust Regression: 

 

Robust regression involves extrapolating or identifying patterns, 

based on the analysis of outliers in the training data set. This is a 

very good alternative to the OSI model. The values of the outliers 

are considered even though they might have previously been 

present. It is implemented using the rlm() function found in the 

MASS package of R. 

 

 

4. Experiment and Results 

The Parkinson’s dataset was taken from the UCI repository for 

data sets. It contained the UPDRS scores, Jitter, Shimmer and 

other relevant data fields. The training data consisted of 5000 rows 

and the last 876 instances were used as test data. Regressive 

predictive models as well as neural networks were used to give an 

accurate forecast of the test data. The total UPDRS score was 

predicted for the testing data and relative mean square errors were 

found. The values presented in the dataset had already been 

normalised and thus, no preprocessing was required. 

The data set looks as follows:  

 
 

 
 

Multilinear Regression: 

 

The multilinear regression model took the total UPDRS score of 

the patients as a function of all the remaining parameters or data 

fields in the table. The root mean square error (RMSE) for 

multilinear regression was 1.80.  

 



International Journal of Engineering & Technology 771 

 

 

 
 

Ridge Regression: 

 

The ridge regression technique requires the estimation for a value 

of lambda. In this case, lambda was taken to be the minimum or 

optimal value within the sequence 10-2 and 103 in increments of 

0.1. This is generally supposed to be the optimal range for finding 

the optimum value of lambda. The error calculated in ridge 

regression was 0.02 and was the least of the four regressive 

models, making it the most accurate predictive model for this case 

study. 

 
 

Robust regression: 

 

Robust regression is an extended version of the linearly regressive 

model which again predicts the total UPDRS score, using the rest 

of the data fields as independent parameters. In robust regression, 

the influential observations are accordingly given penalties to help 

forecast the UPDRS score of the testing data. RMSE value was 

observed to be 2.00. 

 
 

 

Least Absolute Selection and Shrinkage Operator (LASSO) 

Regression: 

The LASSO model of regression takes a weightage factor 

equivalent to the magnitude of the coefficients. This model allows 

the elimination of certain coefficients which are reduced to 0 

while larger penalties give smaller coefficients. The value of 

lambda, in this case, was taken to be 1. The resulting RMSE value 

was 0.15. 

 
 

A snippet of the predicted values is shown below:  

 
The error values can be summarised as follows:  

Method RMSE 

MLR 1.80 

Robust 2.00 

Ridge 0.022 

LASSO 0.15 

5. Conclusion 

In the above regressive models, multilinear regression had an 

RMSE value of 1.80, ridge regression had RMSE of 1.78, RMSE 

of robust regression was 2.00 and LASSO regression had an 

RMSE of 1.79. Amongst the error values calculated in the 

different regression techniques, ridge regression had the lowest 

error observed and robust regression had the highest RMSE value. 

As we can see graphically, ridge regression is the best because it 

has more values that are  centred around zero error, which means 

it is the most accurate. For the given dataset, we may assume that 

the penalty for overweighted attributes works well with the 

penalty which is the sum of squares of coefficients. As such, in 
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this case, ridge regression becomes the most efficient and we may 

conclude that it works best as a predictive model. 
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