
 
Copyright © 2018 R. J. Hemalatha et. al. This is an open access article distributed under the Creative Commons Attribution License, which 

permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited. 
 

 

International Journal of Engineering & Technology, 7 (2.25) (2018) 121-124 
 

International Journal of Engineering & Technology 
 

Website: www.sciencepubco.com/index.php/IJET  

 

Research paper  

 

 

 

Statistical analysis of optical coherent tomography  

image by segmentation methods using  

euclidean distant model 
 

R. J. Hemalatha 1, Mohandass G 2 *, Hari Krishnan G 3 

 
1 Department of Biomedical Engineering, Vels Institute of Science,Technology and Advanced Studies Pallavaram, Chennai-600117, In-

dia 
2 Bahrain Training Institute, Bahrain 

3 Sree Vidyanikethan Engineering College, Tirupati, Andhra Pradesh, India 

*Corresponding author E-mail: g.mohandass@gmail.com 

 

 

Abstract 
 

Optical Coherence Tomography (OCT) is a diagnostic measure of the images in retinal layers. The measure of retinal layers is done by 

image segmentation algorithm. In this work, algorithm of different threshold based segmentation techniques is computed in OCT image. 

Using the resultant image, comparison is done between the segmentation methods by statistical parameters such as noise factor of the 

signal peak, Normalized Absolute Error (NAE) and Average Difference (AD). Statistical analysis values are evaluated by multidimen-

sional scaling (MDS) methods. By applying clustering methods in the multidimensional data, the Euclidean Distance model gives the 

relation distant between the algorithms. By this result, similarity or dissimilarity of segmentation methods was categorized. 
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1. Introduction 

Optical coherence tomography (OCT) is a type of imaging tech-

nique that visualise depth penetration of layers in biological sys-

tems for medical and clinicians purpose [7]. Central Serous Reti-

nopathy (CSR) the diseases effects is as shown in figure 1. The 

main aim of the image segmentation is to segment pixels into 

different regions like objects, parts and surfaces. The applications 

of the segmentation is in object recognition, estimation of bounda-

ries within stereo systems, compression, editing or database look 

up. Segmentations of the gray level images provides surface in-

formation [8] & [9]. 

 

 
Fig. 1: Central Serous Retinopathy (CSR – OCT) - Detached from RPE 
Layer. 

 

PSNR (Peak Signal to noise ratio) is a measure to determine the 

quality of the image before and after reconstruction. It provides 

the quality of a reconstructed image [10] & [11]. Normalised ab-

solute error techniques measure the perfect fit of image with the 

zero value of the original image and the computation process, 

segmented images. Average Difference (AD) Average Difference 

(AD) is the average of difference between the reference image and 

original image [12] & [13]. 

Multidimensional Scaling [1] is statically based on the dimension-

al analysis of producing a visual display of the distances between 

pair of methods. The quality of research, in MDS is similar to 

cluster analysis in identifying of similar/dissimilarity data. Euclid-

ean Distance model give the relation distant between the algo-

rithms and similarity or dissimilarity. In, Euclidean Distance 

Model, quadric lines to emphasize the clustering effect of the re-

sults such that the positive time exposure cases in the data set, The 

two dimensional Euclidean Distance Model for the zero time ex-

posure/zero loss cases in the data set. 

2. Computational methods 

As discussed in the introduction, categorization on segmentation 

problems can be identified and analysed using the MDS data by 

Statistical parameters such as PSNR, NAE and AD. 

2.1. Segmentation methods by threshold techniques 

Here four categories of thresholding methods are taken according 

to the information they are exploiting. In this four categories, most 

popular and in random approach, segmentation methods are cho-

sen are Clustering based thresholding, Entropy based thresholding, 

Thresholding algorithms based on attribute similarity and Local 

adaptive threshold method [4-6]. 
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Fig. 2: Adaptive Smooth Filter. 

 

 
Fig. 3: Riddler Segmentation. 

 

 
Fig. 4: Otsu Segmentation. 

 

 
Fig. 5: Lloyd Segmentation. 

 

 
Fig. 6: Kittler Segmentation. 

 

 
Fig. 7: Yanni Segmentation. 

 

 
Fig. 8: Kapur Segmentation. 

 

 
Fig. 9: Tsai Segmentation. 

 

 
Fig. 10: Niblack Segmentation. 

 

 
Fig. 11: Palumbo Segmentation. 

 

 
Fig. 12: Sauvola Segmentation. 

2.2. Original images and distorted images 

After applying the segmentation methods which is mentioned 

above in the four categories is then taken and consider as one set 

of data(Original set of image data) including the original image 

and image subjected to the computation of Adaptive smooth filter 

techniques. Simultaneously, same set data is taken as distorted 

images.Now the original set of image data is compared in segmen-

tation methods wise with distorted image set of data.  

2.3. Multidimensional data and euclidean distant model 

Statistical Image Data analysis is done by Multidimensional scal-

ing (MDS) to evaluate similarity or dissimilarity data which is 

located close together. Inter-point distances is measuring of val-

ues, variety of distance is weighted Euclidean distance model. By 

the OCT-CSR image, output is compared with original image and 

distorted images with statistical techniques. Based on the compari-

son, Multidimensional values are obtained for MSE, NCC and 

MD. Using the Pythagorean formula the distance between two 

points is measured and is called as Euclidean distance. The simi-

larity and dissimilarity of any data is measured using the cluster-

ing methods.it helps in denting the distance between two instances 

of values. By vector coordinates, plotting is done in quadrant of 

axis. 

3. Result 

This relates and relevant data of redundancy represent the cluster-

ing and categorization of segmentation methods. 
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Fig. 13: Multidimensional Values of Peak Signal to Noise Ratio. 

 

In multidimensional analysis of data by peak signal to noise ratio 

[Fig. 13], represent that, segmentation methods have both higher 

and lower range in values except the Yanni segmentation methods.  

In PSNR, Euclidian distant model [Fig. 14], represent that, Kittle, 

Yanni, Palumbo, Niblack, Otsu segmentation methods are cluster 

in the centre of the axis.  

In multidimensional analysis of data by Normalised Absolute 

Error [Fig. 15], most of the segmentation methods are low range 

and relevant values except Yanni and Sauvola segmentation meth-

ods.  

In normalised absolute error, the clustering of segmentation meth-

ods in Euclidean distant model [Fig. 16] are Kapur, Riddle, Kittle 

along with the input image and Adaptive smooth filter image. 

 

 
Fig. 14: Peak Signal to Noise Ratio Euclidean Distant Model. 

 

 
Fig. 15: Multidimensional Values of Normalized Absolute Error. 

 

 
Fig. 16: Normalised Absolute Error - Euclidean Distant Model. 

 

In multidimensional analysis of data by Average Difference [Fig. 

17], the value is related and relevant with respective of the seg-

mentation methods.  

In Average difference, the clustering of segmentation methods in 

Euclidean distant model [Fig. 18] are related to Riddler, Lloyd, 

Kapur, Palumbo with the input image and Adaptive smooth filter 

image 

 

 
Fig. 17: Multidimensional Values of Average Difference. 

 

 
Fig. 18: Average Difference - Euclidean Distant Model. 

4. Conclusions 

In retinal layer analysis, Segmentation plays a vital role. Methods 

and analysis in MDS are more familiars to biological data. Here 

MDS improves the fitness of segmentation method between the 

observed Similarity and dissimilarity with the configuration of 

inter object distant. In Euclidean Distant Model, clustering the 

data is constellation by redundancy analysis. An important, in this 

work is to find the cluster analysis in the application to make deci-

sion regarding the numbers of cluster derived from the data. In 

these segmentation methods, in PSNR, NAE and AD has one clus-

ter alone and reaming data are scattered. On analysis by the results 

of Centroid would be too granular, would not allow for spatial 

dispersion and potentially biased and sequential of analysis is 

done by Hierarchical methods The data of cluster segmentation 
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methods are identified based on the similarly of the algorithm such 

that future work is progressed. This work can be extended by vali-

dation and verification using some other cluster standardization 

methods.  
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