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Abstract 
 
With rapid growth of semiconductor industry and increase in complexity of semiconductor based memory, necessity of stringent testing 
methodology has become one of top most criteria for memory evaluation. This paper describes the fundamental concepts and overview 
of Built-In-Self-Test (BIST). It describes different functional faults modeling of RAM and flash memory. This review mentions about 
testing approaches for memory and illustrates BIST techniques for finding faults, power dissipation, area overhead and test time during 

testing, also includes research gap and future scope regarding the testing of memory. 
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1. Introduction 

For any VLSI system, testing is important as it detects defects or 
faults. To verify the correctness of hardware, testing is required. 
With the rapid development in semiconductor technology, the 
complexity of VLSI system increases exponentially [1, 2]. Unfor-
tunately, increase in circuit complexity also leads to complication 
in testing. Several challenges during memory testing have to be 
faced by design engineers with respect to power dissipation, fault 
coverage, testing time, cost and area overhead [3, 4, 5, 6]. Physical 
testing for highly advanced ICs is not possible to test by using 

Automatic test equipment. To overcome these problems, Built-In-
Self-Test (BIST) method is introduced. By using BIST circuitry, 
testing cost is reducing and also testing time is also reduced. Sem-
iconductor memories such as SRAM, DRAM, ROM, EPROM, 
EEPROM and Flash memory etc are the most vulnerable devices 
to process defects. Based on the International Technology 
Roadmap for Semiconductors, the percentage of memory in the 
CPU cores and consumer core are increasing rapidly. So, testing 

of semiconductor memories is very important. 

This review is divided into four major sections. The introduction 
is presented in this section (Section - I). Section - II describes the 
concept of BIST. RAM and FLASH memory testing are covered 
in Section - III and IV respectively. Conclusion and future scope 
are mentioned in Section - V. 

2. Concept of BIST 

According to [7], “BIST is a design-for-test technique in which 
testing is accomplished through built-in-hardware features”. In 
BIST technique, additional circuits are added on the chip to test 
itself. The difficulty and complexity of VLSI testing is reduced 
effectively by using these techniques. The correctness of the de-
sign function and fabrication process is verified by the testing. 

Moreover, testing may also be implemented during the latter peri-

ods of the product lifecycle for detecting errors due to aging, envi-
ronment or other factors.  
BIST techniques in memory can be classified as  

 On-line BIST  

 Off-line BIST 
In On-line BIST, testing can be done during the normal functional 

operating states. This testing takes shorter time but has little area 
overhead.  Again, there are three types of On-line BIST: 
Concurrent BIST: In On-line Concurrent BIST, testing can be 
done concurrently with the normal functional operation. As a re-
sult, errors can be detected and corrected instantly depending on 
the method used. On-line Non-Concurrent BIST is a form of  
Non-Concurrent BIST: On-line Non-Concurrent BIST is a form of 
testing when the system is in idle mode. So, interruption of the 

normal function is required in Non-Current BIST techniques. 
Off-line BIST is the form of testing that occurs when the system is 
not operated in its normal function. This testing takes longer time 
but has no area overhead. 
The basic architecture of BIST consists of test pattern generator 
(TPG), circuit-under-test (CUT) and output response analyser 
(ORA). Fig. 1 shows the basic architecture of BIST. TPG which 
may be pseudo random numbers or deterministic sequence gener-

ates test pattern to address the location on CUT. ORA will collect 
and verify the output from CUT and give the result as pass or fail. 
BIST Controller controls all the operation during testing. 

Circuit-Under-Test
(CUT)

Test Pattern

Generator (TPG)

Output Response
Analyzer (ORA)

BIST Controller

 
Fig. 1: Basic architecture of BIST 
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3. RAM Memory Testing 

RAM is a volatile memory in which data can be accessed random-
ly. Generally it consists of read and writes logic, address decoder 
and array of memory cells. Fig 2 shows the typical RAM BIST 
architecture. It consists of BIST module, test collar (mux) and 

circuit-under-test memory. For handling multiple clocks or signals, 
test collar is used. BIST module consists of controller, pattern 
generator and comparator. The flow in BIST module is controlled 
by BIST algorithm. 

 
Fig. 2: Typical RAM BIST architecture 

 
Many physical failures may occur in the read and write logic, 
address decoder and array of memory cells which will cause sev-
eral failures in the memory function. Their causes are depended on 
such factors as circuit layout, component density, manufacturing 
method etc.  Many fault models have been introduced to capture 
the effects of these failures in RAM. 

3.1. RAM Functional Faults Model 

1. Stuck-at fault (SAF): Sticking of either a cell or a line to logi-
cal value ‘1’ or ‘0’. 

2. Stuck open fault (SOF): If a cell cannot be accessible due to 
broken line, then SOF occurs. 

3. Transition fault (TF): Failing of either a cell or a line to transit 
from 1 to 0 or 0 to 1. 

4. Coupling fault (CF): Changing of the content of a cell by the 

write operation of another cell.  There are three types of CF: 
(a) Inversion coupling fault (CFin): A transition from ‘1’ to 

‘0’ or ‘0’ to ‘1’ in one cell (coupling cell) inverts the con-
tent of other cell. 

(b) Idempotent coupling fault (CFid): A transition from logic 
‘1’ to ‘0’ or ‘0’ to ‘1’ in one cell (coupling cell) forces the 
content of other cell to a particular value, ‘0’ or ‘1’. 

(c) State coupling fault (CFsts): Forcing of a cell to stay in 

particular state only when the coupling cell/line is in a giv-
en state. 

5.  Neighborhood pattern sensitive fault (NPSF): If the contents 
of some other cells in the memory influence the content of a 
cell or the ability to change its content, then NPSF occurs. 

6.  Address fault: In this condition, a cell will not be address with 
a certain address or simultaneously multiple cells are accessed 
with a particular address or multiple addresses access a partic-

ular cell or a particular cell is never accessed. 

3.2. RAM Test Algorithms 

The functional test of a RAM is mostly operated by read and 
writes operation. Many algorithms have been developed for sever-
al fault models and different test structures. 
These RAM test algorithms are has two types: Classical test and 
March-based tests. Classical test algorithms are Checkerboard, 
Walking, Butterfly, etc. Each algorithm has its own merit and 

demerits. March-based Test Algorithm has finite sequence of 
march elements. This element is specified by memory operation 
such as read operation or write operation, data pattern and address 
sequence such as ascending or decreasing order. Examples of 
some March-based tests are MATS, MATS+, March X, March C, 

March C-, March Y etc. For example, ↑ (rb1, wb0) is a March 
element and March primitives are rb1 and wb0 [14]. wb means 
write operation and rb means read operation. (↑) denotes increas-
ing order of address. (↓) denotes decreasing order of address. (↕) 
denotes either increasing or decreasing according to the type of 
algorithms. An operation can be either writing a zero or one to a 
cell (wb0 or wb1), or reading a zero or one from a cell (rb0 or rb1). 
Table 1 shows the different March Test Algorithms and table 2 

shows the faults detection by different RAM test algorithms. By 
implementing one of these algorithms in the memory, power, area 
overhead and testing time can be calculated. 
 

Table 1: RAM Test Algorithms [15, 16] 

Sl. 

No. 

Algorithm March elements 

1 MATS {↕(wb0); ↑(rb0, wb1); ↓(rb1)} 

2 MATS++ {↕(wb0); ↑(rb0, w1); ↓(rb1, wb0)} 

3 March X {↕(wb0); ↑(rb0, wb1); ↓(rb1, wb0); ↕(rb0)} 

4 March C {↕(wb0); ↑(rb0, wb1); ↑(rb1, wb0); ↓(rb0, wb1); 

↓(rb1, wb0); ↕(rb0);  

↓ (rb0, wb1); ↑(rb1, wb0); ↕(rb0)} 

5 March C- {↕(wb0); ↑(rb0, wb1); ↑(rb1, wb0); ↓(rb0, wb1); 

↓(rb1, wb0); ↕(rb0)} 

6 March B {↕(wb0); ↑(rb0, wb1, rb1, wb0, rb0, wb1); ↑(rb1, 

wb0, wb1); ↓(rb1, wb0, wb1, wb0); ↓(rb0, wb1, 

wb0)} 

7 March U {↕(wb0); ↑(rb0, wb1, rb1, wb0); ↑(rb0, wb1); ↓(rb1, 

wb0, wb1, rb0, wb1); ↓(rb1, wb0)} 

8 March LR {↕(wb0); ↓(rb0, wb1); ↑(rb1, wb0, rb0, wb1); ↑(rb1, 

wb0); ↑(rb0, wb1, rb1, wb0); ↑(rb0)} 

 

Table 2: Detection of Faults by Several RAM Test Algorithms 

 

Algorithm 

FAULTS  

Complexity SAF AF TF CF 

Checkerboard D - - - 4N 

GALPAT D D D D 4N
2
 

BUTTERFLY D D - - 5N log N 

MATS D - - - 4N 

MATS+ D D - - 5N 

Marching 1/0 D D D - 14N 

MATS++ D D D - 6N 

March X D D D - 6N 

March C D D D D 11N 

March C- D D D D 10N 

Here in the above table, ‘D’ means all detected; ‘-’ means not all 
detected; ‘N’ represents the number of cells.    

4. Flash Memory Testing 

Flash memory is a non-volatile memory which is based on float-
ing-gate (FG) transistor [8, 9]. The state of memory in flash 

memory to be high (logic 1) or low (logic 0) is operated by charg-
ing or discharging the FG by applying high voltage. Flash memory 
performs read, program and erase operations. Fig 3 shows the 
flash memory BIST architecture. It consists of controller (CTR), 
test pattern generator (TPG) and MUX (test collar). The output 
signals from the MUX goes into the flash memory for testing.  
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Fig. 3: Flash memory BIST architecture 

Several challenges also occur with the development of new ad-
vance semiconductor technology and thereby different faults are 
existed.  
Thus, different functional fault model of flash memory are as fol-
lowed [11]: 
1. Word-line Program Disturbance (WPD): Programming of a 

cell if another cell on that word-line is happened to program. 

2. Word-line Erase Disturbance (WED): Erasing of a cell if 
another cell on that word-line is happened to program. 

3. Bit-line Program Disturbance (BPD): Programming of a 
cell if another cell on that bit-line is happened to program. 

4. Bit-line Erase Disturbance (BED): Erasing of a cell if an-
other cell on that bit-line is happened to program.. 

5. Over Erase (OE): Reduction of cell threshold voltage and 
bit-line leakage if that cell is overly erased. 

6. Read Disturbance (RD): Changing of threshold voltage for 
a particular cell, when that cell is frequently because the 
bias conditions for programming are same as for reading 
operation. 

Functional fault models such as stuck-at fault (SAF), transition 
fault (TF), state-coupling fault (CFst), address decoder fault (AF), 
and stuck-open fault (SOF) which are occur in RAM, also occur in 
flash memory[10] 

4.1. Bit-Oriented Test Algorithm 

Traditional March tests cannot detect most of flash specific faults 
[2]. March FT [12] algorithm for flash memory testing: 

 

 

 

4.2. Word-Oriented Test Algorithm 

Intra-word faults are occurred in Word-oriented memory. For 
testing intra-word faults in flash memory, simple test with multi-
ple standard backgrounds are added. In this case, background is a 
multiple bit operation. 
The algorithm for intra-word faults in flash memory is  

 

 

 

 

 

5. Conclusion and Future Scope 

As semiconductor technology has grown exponentially and 3D 
layered memory architecture has evolved rapidly. New faults are 

observed due to complexity in technology. As power dissipation 

in testing mode is more than the normal mode [13], reduction of 
power dissipation is also important during test mode. It is seen 
that testing time, cost, area overhead and delay of the memory 
BIST architecture increases with new evolving technology. But, 
all the existing algorithms are not stringent enough to find possi-
ble faults which may be present due to fabrication errors or envi-
ronmental disturbance [3]. Regarding the above challenges, there 
is a need to design efficient BIST algorithm considering power 

dissipation, area overhead, testing time and high fault coverage. 
This review helps us in building a way for future scope. 
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{(f); ↓  (r1, w0, r0); ↕ (r0); (f); ↑  (r1, w0, r0); (r0); ↕ 
(r0)}Where f denotes erase/flash; w0 means program; 

r1 or r0 denotes read 1 or read 0 

{(f); ↕ (waa, raa); (f); ↕ (wbb,rbb)} 
Where f denotes erase or flash; w0 means 
program; r1 or r0 denotes read 1 or read 0 ‘aa’ 
and ‘bb’ are background. For this algorithm, 
number of backgrounds is log2(m) +1 

where ‘m’ denotes word width. 
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