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Abstract 
 
Interactive image segmentation is very practical and important problem in computer vision.  In this paper a regressive based Green’s 
function is employed to formulate the problem of segmentation. The method is incorporated with different clustering approaches 
intended to extract the foreground regions from the natural images. The method performance is improved with proper labeling of 
foreground and background regions, and with more number of cluster regions. The method is evaluated with two standard benchmark 
datasets and found that the experimental results were promising. 
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1. Introduction  

Interactive and semantic image segmentation approaches have 
attained greater interest in the field of computer vision and deep 
learning.  The work finds its own application in real time world 
where large labeling is not possible and needs heavy labor [1]. 
During the past decade many interactive based image 
segmentation algorithms were proposed such as level set [2], 

Snakes [3], Watershed [4], Random walkers [5], Graph cuts [6] 
and many others. In spite of many segmentation models the 
problem of segmentation for natural images is still in demand. 
Interactive segmentation involves a minimal user interaction 
intended to extract user defined regions and the results obtained 
with this approach are more accurate than those of automatic 
image segmentation. This interactive segmentation involves two 
major requirements (i) It should be able to extract the users 

required region of interest (ii) It also to be efficient in achieving 
the considerable feedback. User intuitiveness is carried till the 
desirable results are achieved. In this method the region of interest 
are labeled with mouse dragging and it doesn’t not require any 
boundary markings as in the case of [2] [3].  
The problem of this labeling can be also termed as the problem of 
classification, and this interactive-ness can be termed as semi 
supervised classification. Some of the algorithms like label 

propagation with local and global consistence [7] and [5] may not 
be able to produce satisfactory results for natural images. 
In this paper, interactive based image segmentation (label 
classification) is proposed and formulated as a Green’s 
polynomial function.  
A clustering approach is employed to partition the image different 
labeled region which is further refined by a regression based linear 
polynomial expression. The paper is organized as, section 1 
presents the need and the necessity of the natural image 

segmentation. 

2. Related Work  

In general the label propagation proposed by Wang in [8] 
formulated the problem as a optimization solution represented as  

𝑚𝑖𝑛(𝑓𝑇𝑀𝑓 + 𝛾(𝑓 − 𝑦)𝑇𝐷(𝑓 − 𝑦))                                            (1) 

In the above equation (1) the variable ‘f’ is related to the class 
labels of all the data , ‘y’ represents the class labels of the labeled 
data and ‘D’ is the diagonal matrix whose elements are ‘1’ for 
labeled data and ‘0’ for non labeled data , lastly the parameter 𝛾 is 

a trade off parameter. The main task is to construct the matrix 
‘M’. 
To achieve this, the splines developed in [9] are used replace the 
linear kernel function and models an interactive segmentation 

through spline based regressive process. The spline here is a 
combination of polynomial and Green’s function that are used to 
interpolate the scattered data in geometrical coordinates. As per 
the work done in [1], it was observed that the matrix ‘M’ is 
Laplacian framework and can be obtained by summing the losses 
estimated from the neighborhoods. 
In this paper, a two class labeling is considered, where the class 
label fi, of xi belongs to the two valued label L={+1,-1}. For each 

point of data 𝑥𝑖 ∈ 𝑋, its “k” number of neighbors are selected 

based on the Euclidean distance then those closest data points can 

be represented as 𝑁𝑖 = {𝑥𝑖𝑗}𝑗=1
𝑘  , where the ‘j’ stands for the index 

and the next objective is to model a function that can route the 

data points to its labels , that can be represented as 𝑓𝑖𝑗 = 𝑔(𝑥𝑖𝑗)  

Where  j=1,2,…k. 
For the above expression, the regression task can be modeled with 
a data fitting and smoothing function  

𝐽(𝑔) = ∑ (𝑓𝑖𝑗 − 𝑔𝑖(𝑥𝑖𝑗))2𝑘
𝑗=1 + 𝜆𝑆(𝑓)                                         (2) 
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In the above equation (2) S(f) is a smoothing penalty on the 
function ‘f’ and 𝜆 is regularization parameter. Now, the problem 

of segmenting the foreground and background can be formulated 

as described in next section  

3. Proposed Approach  

Let us consider an Image ‘I’ which is labeled with user interaction 
into foreground and back ground regions. A class label of +1 is 
assigned fro foreground and class label of -1 is assigned for 

background, using the regressive approach stated in section 2 this 
problem can me mathematically formulated as  

𝐽(𝑓) = ∑ (1 − 𝑓(𝑋𝑖
𝐹))2 +𝑛𝑓

𝑖=1 ∑ (1 − 𝑓(𝑋𝑖
𝐵))2)𝑛𝑏

𝑖=1                       (3) 

Here in the above equation (3) “nf” are the number of foreground 
points and “nb” is the background points. Then the equation (2) 
can re-represent as equation (3).  
The term f(x) termed as spline function can be given as in 
equation (4) 

𝑓(𝑥) = 𝛼0 + ∑ 𝛼𝑖𝑥𝑖 + ∑ 𝜑𝑗
𝐹(𝑥)𝑛𝑓

𝑗=1 + ∑ 𝜑𝑗
𝐵(𝑥)𝑛𝑏

𝑗=1
𝑛
𝑖=1                 (4) 

In the above equation (4) the Green’s function 𝜑𝑗
𝐹(𝑥) =

|𝑥 − 𝑥𝑗
𝐹|2log (|𝑥 − 𝑥𝐹|) and similarly for 𝜑𝑗

𝐵(𝑥). To construct the 

matrix “M”, all theses points are subjected for clustering. In this 
paper three clustering approaches like K-means [10], Spatial fuzzy 
C- means [11] and Sparsified K-means  [12] are applied . The 
partitioned segments are indexed based on the thresholding, 

𝑙𝑖 = {
𝑓𝑜𝑟𝑒𝑔𝑟𝑜𝑢𝑛𝑑           𝑖𝑓 𝑓(𝑥) ≥ 0 

𝑏𝑎𝑐𝑘𝑔𝑟𝑜𝑢𝑛𝑑         𝑖𝑓 𝑓(𝑥) < 0
                                         (5) 

Thus obtained labeled points are combined to form a foreground 

and background regions.  

4. Experimental Results  

To evaluate the performance of the proposed approach, the 
algorithm is developed using matlab 2016 a version tool on Intel 
i5 processor and 8GB RAM system. The approach is compared 

against the graph cut [16]. The experiments are conducted with 
two standard benchmark datasets, Berkeley segmentation dataset 
available at [14] and Weizmann Segmentation Evaluation dataset 
available at [15] [20] 

 
Figure 1: (a) Original Image (b) Labeled Image (c) Segmented Output 

(binary Mask) (d) Extracted Segmented Region 

 
Figure 2: (a) First Row represents original images (b) Second Row 

represents Labeled Images (c) Segmented outputs of Grow cut [16], (d) 

Segmented outputs of Spline K-means [17] (e) Segmented Output of 

Spline SFCM [17] (f) Segmented Output of Spline regression based Sparse 

K-Means (proposed) 

 

 
Figure 3: Time complexity analysis for different approaches 

 

 
Figure 4: Precision analysis of different approaches 

 

To evaluate the performance of the approaches 60 images from 
two datasets were considered few of them are displayed in figure 1 
& 2 . For the evaluation time complexity, precision and recall [18] 
metrics were calculated. The performance of these metrics are 
depicted in figures 3,4& 5 , from these figure it can be observed 

that though the proposed approach is consuming 20~30% more 
time , it is attaining more accurate results than earlier mentioned 
methods. [19] 
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Figure 5: Recall analysis of different approaches  

5. Conclusion  

The paper presents a new sparse K-means based regression 
approach for natural image segmentation. Though the Sparse K-
means is faster than K-means , due to the regression process it 
back drops in processing time however the segmentation results 
are attaining higher precision values than the earlier K means, 
SFCM and grow cut based approaches. This is can be treated as 

the achievement in the paper. The figures clearly show the fine 
extracted objects from the natural images which makes this 
algorithm to be more Venerable for object tracking and 
classification applications. This work can be put forwarded with 
the integration of deep neural networks. 
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