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Abstract 
 

This paper presents a case study from Kangar’s monitoring station using a monthly average data (1999-2015).  The objective of this 

study is to predict the PM10 concentration by using the VAR time series model. This model was adapted to quantify and understand the 

interaction of PM10 concentration and meteorological parameters for air quality control using (temperature, wind speed, and relative 

humidity) as independent parameters and particulate matter (PM10) as a dependent parameter. The performance indicator results were 

(R2 = 0.887), (IA = 0.954), (PA=0.966), and (NAE=0.087) respectively. This study indicates that the VAR time series model is a good 

model to predict PM10 concentration since the results obtained are close to the performance criteria. 
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1. Introduction 

Time series is a set of observations on the values that a variable 

takes at different times and widely used in statistics, econometrics 

[1-2], mathematical finance, weather forecasting, earthquake pre-

diction and many other applications. Multivariate time series is a 

simultaneous study of several variables to analyze the interrela-

tionships between the variables. It is more informative that uni-

variate analysis. It is well known that VAR models [3] have be-

come an increasingly powerful macroeconomic tool to gauge the 

dynamic response of a set of endogenous variables to exogenous 

shocks, and to identify the shocks that dominate the intrinsic vola-

tility in a set of endogenous variables. The vector autoregressive 

(VAR) model is widely used in practice to test for the existence of 

a dynamic relationship between economic and financial time se-

ries [1, 2,4]. The ability of the VAR model approach to model and 

forecast is an advantage since only lagged variables are used on 

the right-hand side. Forecasts of the future values of the dependent 

variables can be calculated using only information from within the 

system and we could term these as unconditional forecasts since 

they are not constructed conditional on a set of assumed values. 

However, it may be useful to produce forecasts of future values of 

some variables conditional upon known values of other variables 

in the system [5]. 

2. Literature Review 

Currently, there are many statistical analysis techniques to inter-

pret environmental data using envirometric techniques. These 

techniques use multivariate analysis such as cluster, discriminant, 

and principal components analysis (PCA) [6-9].  Studies by Ul-

Saufie et al. (2013) used a hybrid model which combines multiple 

models such as multiple linear regression with principal compo-

nents analysis (MLR and PCA) and feedforward backpropagation 

with principal components analysis (FFFBP and PCA) for predic-

tion [9]. In another study, the meteorological factors were deter-

mined to directly influence the air pollution quality at Klang, Perai, 

and Pasir Gudang as reported by [6]. The negative correlation was 

summarized between O3 with NO, NO2, CO, PM10, and RH. How-

ever, the positive correlation for O3 was between SO2, T, WS, and 

UVB. The O3 has an inverse relationship with rain and a positive 

relationship with temperature [10]. A study by Mohamed Noor et 

al. (2015) found that the positive correlation was indicated for 

PM10 with the temperature (r =0.241 to 0.421), while the negative 

correlation was PM10 with humidity (r = -0.118 to -0.406) [11].  

Local air pollution issues which involve a high concentration of 

particulate matter with an aerodynamic diameter of less than 10 

µm (PM10) have become the most problematic issues in the cities. 

However, from 1990 to 2006 the PM10 concentrations had de-

clined by 38 percent (38%). However, the annual average PM10 

concentrations found in 230 cities that were monitored in 2008 

was 4.5 times the World Health Organization (WHO) standard 

(12). Thus, this study is carried out to predict the PM10 concentra-

tion and VAR model that have been adapted into the air pollution 

modelling. In particular, the air pollution modelling that uses air 

quality data to quantify and understand the interaction of PM10 

concentration with meteorological parameters such as relative 

humidity (RH), temperature (T), and wind speed (WS) for the 

purpose of air quality control.  

3. Methodology 

3.1. Description of Data 

In the study, the monthly average air quality monitoring data was 

used. The data that was used as a case study was obtained from the 

Department of Environment Malaysia (DOE) for the Kangar mon-

itoring station in Perlis. Due to the fact that Perlis is a small state, 

only one device Continuous Air Quality Monitoring Station 
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(CAQMS) is used to measure the air pollution in the state which is 

located at the Institute Latihan Perindustrian (ILP), Kangar. The 

data used included the concentration of particulate matter less than 

10 microns (PM10), relative humidity (RH), wind speed (WS) and 

temperature (T). The data were analysed using a statistical soft-

ware Eviews 9 Student Version with 80 percent (%) of the moni-

toring data used for VAR model and another 20 percent (%) of the 

data used for validation. 

3.2. Vector Autoregression (VAR) Model 

The VAR model is commonly used for forecasting system and 

analyzing the dynamic impact of random disturbances on the sys-

tem (13). Unit root test is important and useful in the analysis to 

examine the stationarity data. Consider the equation as follows: 

      

 
                                                                                          (1) 

 

Where  is the parameter of interest; and  are 

coefficients; t is the time trend, p is the number of lag length and 

 is the residual term.   In this study, the Augmented Dickey-

Fuller (ADF) test is used to check stationarity data. The stationari-

ty of the series can be strongly influenced by its behaviour and 

properties. The null hypothesis for this test is that there is a unit 

root.  

 

The test for the unit root has the null hypothesis of H0 is =0. If 

the coefficient is significantly different from zero, the hypothesis 

that  contains a unit root is considered as rejected. If the test on 

the level series fails to reject, the ADF procedure is then applied to 

the first-differences of the series.  

 

Rejection leads to the conclusion that the series are integrated of 

order one, I [1]. A limitation of the ADF test is its assumption that 

the errors are statistically independent and have constant variances 

[2,13]. The equation of the VAR model was carried out using 

regression analysis on the lag of the dependent parameter. The lag 

order selection criteria include Likelihood Ratio (LR) test, Akaike 

information criteria (AIC), and Schwarz information criterion 

(SC), Final prediction error (FPE), and Hannan-Quinn information 

criterion (HQ). The proper selection of lag is important since a 

long lag can reduce the autocorrelation of the error term, and may 

result in the inefficient model [4,13].  

 

The Lagrange Multiple (LM) test or Breusch-Godfrey (BG) test is 

the common statistical test that is used for testing the residual 

autocorrelation in a VAR model. The null hypothesis of the LM 

test is that there is no serial correlation in residual up to the speci-

fied order. The p-value represents the probability of the test values. 

If the p-values are greater, these imply that there was no serial 

correlation in the specified order.  

 

To ensure that the model is well-specified, the stability test was 

conducted. This was to ensure that the VAR had satisfied the sta-

bility condition and to test whether the estimated parameter had 

changed over time. The characteristic roots of the coefficient ma-

trix were tested; if the roots are less than 1 and lie inside the unit 

circle the model is valid and stable [13]. 

3.3. Performance Indicator 

The model performance was evaluated by calculating the perfor-

mance indicators. Performance indicator that used were coefficient 

of determination (R2), index of agreement (IA), prediction accura-

cy (PA), normalized absolute error (NAE), and root mean square 

error (RMSE). The performance indicator equation used is illus-

trated in Table 1. 

 
Table 1: Performance Indicators (14) 

PI Equation 
Rang

e 

Coefficient 

of Determi-

nation (R2) 
 

[0,1] 

Index of 

Agreement 

(IA) 
 

Prediction 

Accuracy (PA) 

 

Normalized 

Absolute Er-

ror (NAE) 
 

 

 
≤ 0 

Root Mean 

Square Error 

(RMSE) 
 

4. Results and Findings 

The data from 1999-2011 with four parameters PM10, relative 

humidity (RH), wind speed (WS) and temperature (T) were used 

for modelling and the unit root test was conducted to measure the 

stationarity of all the parameters.  

 
Table 2: Unit Root Test 

ADF Test 

 Level p-value 

PM10 -5.521526 Less than 0.001 

Temperature -7.406011 Less than 0.001 

RH -18.09612 Less than 0.001 

WS -6.566101 Less than 0.001 

Based on Table 2, the unit root test indicates that the data is signif-

icant with the level of p-value less than 0.001. Thus, the null hy-

pothesis is rejected. The time series is stationary; the series can 

proceed to estimate the VAR model. The lag criteria are chosen 

based on the summary of the criterion analysis. Table 3 indicates 

that the results of the lag length criteria for LR (86.07), FPE 

(3829.3), AIC (24.20), SC (24.91), and HQ (24.49) are at lag 2.  

The optimal lag for a VAR model is chosen at lag 2 VAR (2).  

 
Table 3: Lag Length Criteria 

Lag LR FPE AIC SC HQ 

0 NA 2576 28.41 28.49 28.44 

1 609.17 5599.4 24.58 24.97 24.74 

2 86.07* 3829.3* 24.20* 24.91* 24.49* 

3 15.54 4221.5 24.30 25.31 24.71 

4 16.61 4607.0 24.38 25.71 24.92 

5 23.25 4775.8 24.42 26.06 25.08 

6 23.29 4930.7 24.44 26.40 25.24 

7 25.52 4982.6 24.45 26.72 25.37 

8 18.32 5314.0 24.50 27.08 25.55 

9 24.92 5349.7 24.50 27.39 25.67 

10 16.71 5757.4 24.56 27.77 25.86 

11 13.01 6393.7 24.65 28.17 26.08 

12 23.76 6416.2 24.63 28.46 26.19 

* indicates lag order selected by the criterion 

The VAR (2) Model 

 

PM10 = 0.641237* PM10, t-1 + 0.011468* PM10, t-2 -     

0.150857*RH, t-1 + 0.162642* RH, t-2 + 0.204975* TEMP, t-1 - 

0.071029* TEMP, t-2 + 0.816580* WS, t-1 - 0.541649* WS, t-2 + 

8.176422                                                                                       (2) 

 

The Lagrange Multiple (LM) test was carried out to determine that 

there is no serial correlation in residual up to the specified order. 

Table 4 indicates the result for residual test and the results for lag 

1 (p-value=0.2105) and lag 2 (p-value=0.3139) which are not 
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significant; this implies that there is no serial correlation in the 

specified order. 

 
Table 4: Residual Test 

Lags LM-Stat P-value 

    

1 20.21984 0.2105 

2 18.17246 0.3139 

   

The stability test is conducted to ensure that the VAR (2) model 

satisfies the stability condition. Based on Figure 1, there is no root 

lies outside the unit circle. Thus, the VAR (2) model has satisfied 

the stability condition. 
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Figure 1:.  Stability test 

 

The VAR (2) model is adapted in the monitoring data to predict 

the PM10 concentration, and the performance of the model is eval-

uated based on the performance indicator results. The actual and 

predicted of PM10 concentration is shown in Figure 2. Based on 

the plots, the VAR time series model fits the data which indicates 

that the VAR (2) model is good.  
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Figure 2:. Plots of Actual and Predicted PM10 concentration 

 

The VAR (2) model performance indicators are shown in Table 5.  

 

Table 5: Performance Indicators for VAR (2) Model 

Performance Indicators Results Range 

R2 0.877 

[0,1] IA 0.954 

PA 0.966 

NAE 0.087 
≤ 0 

RMSE 4.886 

 

The results show that the VAR (2) model has fulfilled the PI criteria. The 
results obtained for R2 (0.877), IA (0.954), PA (0.966) and NAE (0.087) 

are closer to the criteria.  Based on the results obtained, the VAR (2) mod-

el is a good model to predict the PM10 concentration. 
 

 

 
 

5. Conclusion  

The findings of this study indicate that the VAR time series model 

could be adapted for prediction in the air quality studies.   This 

study will serve as a base for future studies that allows for the 

VAR model to be explored in various research works and studies 

concerned with prediction and forecasting. Further studies might 

explore different parameters or variables of the PM10 concentra-

tion. 
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