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Abstract 
 
Multiple object tracking plays a vital role in many applications. The objective of this paper is to track multiple objects in all the scenes of 
the video sequence. In this paper, an algorithm is proposed to identify objects between scenes by dividing the scenes in the video 

sequence. Within each scene, objects are identified and tracked between scenes by segmenting the background adaptively. The proposed 
method is tested on four publicly available datasets. The experimental results substantially proved that the proposed method achieves 
better performance than other recent methods. 
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1. Introduction 

Multiple object tracking is an widely learned area of research.  
More approaches has been introduced which recursively update 

the object tracks with the most recent detections. Most 
importantly, Kalman filtering is the most efficient method to track 
multiple objects [1] if the number of objects tracked is small. It is 
well suited for real-time applications. If the number of objects 
increases, identity switches become more frequent and are 
difficult to correct, due to the recursive nature of the method. Wu 
et.al tracks multiple humans using mean-shift algorithm [2] which 
also has the same drawback. Particle filtering overcomes some of 

the drawbacks of Kalman filtering by using some hypotheses [3]. 
This method tracks multiple hockey players [4]in the ground [5]. 
Similarly, the algorithm [6] tracks multiple object tracking to 
recover trajectories of targets using a set of observations. In [7] 
Probability Hypothesis Density filter is used to track multiple 
objects from noisy environment.  
In order to increase the efficiency, some methods follow hybrid 
approach. The algorithm in [8] uses the hierarchical version of the 
same concept, while [9] uses a variant of AdaBoost to 

automatically learn the best criterion for linking low level tracks 
together. Similarly, [10] used some observations into trajectory 
segments using local PCA, and then links those segments based on 
their spatial proximity and smoothness constraints. In [11] mean-
shift or particle filtering is used to generate tracklets from the 
detected results. It uses data association to combine the tracklets 
into full tracks, and to automatically estimate the best parameters 
for the model. Motion model and nearest neighbor is used in [12] 

to build tracks detected from a top mounted calibrated camera. 
Then these tracks are merged and split into final trajectories using 
heuristics based on overlap, directions and speed. Another method 
[13] is introduced for tracklet generation in a crowded 
environment. It detects multiple people and creates tracklets by 

applying Bayesian clustering. In contrast, the algorithm developed 
in [14] assumed that the track graph has already been produced 
and focused on linking identities in the provided track graph.  
To improve robustness, most researches have been recently 
focused on linking detections over a larger time using various 
optimization schemes. In [15], graph cuts are used to extract 

trajectories from a batch of people obtained using homographic 
constraints on images from multiple cameras while [16] optimizes 
detections and tracking. It coupled into a Quadratic Boolean 
Problem. Dynamic Programming [17] can be used to track 
multiple detections, which solves the multi-target tracking 
problem. Moreover, it can be extended to enable the optimization 
of several trajectories simultaneously [18]. Unfortunately, it 
suffers from computational complexity.  
In this paper, the input video sequence is divided into scenes. 

Within each scene, key frame is selected to identify objects. 
Background is segmented in each scene using the key frame 
selected. The identified objects are tracked in the remaining of the 
scene using correlation filtering. The proposed method is tested on 
three publicly available datasets and the experiments proved the 
good performance of it. The remaining of the chapter is organized 
as follows: Section II describes the proposed system architecture. 
Section III explains the proposed algorithm. Section IV 

demonstrates some experiments for proving the performance 
followed by conclusion in section V. 

2. Proposed System Architecture 

The proposed system architecture is shown in Fig. 1. The video 
sequence consists of more relevant information within consecutive 

frames. The idea behind the proposed method is to use this 
characteristic of the video sequence. Instead of tracking the object 
in the full video, the object is tracked within each scene using 
correlation filter. 
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Fig. 1: Proposed system architecture 

 

 
Fig. 2: Flow of the proposed method 

 

3. Scene Change Detection 

The proposed method uses scene change detection algorithm 
which is discussed in detail. The scene is identified using Pearson 
Correlation Coefficient (PCC). After the scene is identified, the 

first frame is selected as keyframe. Using the keyframe, the 
background is subtracted for each other frame in the scene. The 
objects are identified and tracked in each scene. For this object 
tracking, the standard algorithm is used.   

 
Fig. 3: Depiction of scene detection (Frame marked as gray is the keyframe in each scene) 
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In any video sequence, scene may change between frames. But all 
the changes are not visually identified. The logic of frame 
comparison is illustrated in Fig. 3. For evaluating the similarity of 
frame and its prediction, Pearson Correlation Coefficient is 
chosen. Pearson correlation coefficient is widely used to measure 
the similarity of two frames for cut detection. The value of 
Pearson Correlation Coefficient can fall between 0 (no 

correlation) and 1 (perfect correlation). Correlations above 0.80 
are considered as really high and lowest values will be determined 
as cuts. The Pearson correlation coefficient for 2D signals like 
video sequences is expressed as follows. 
 

𝑃𝐶𝐶 =
∑ ∑ (𝑓(𝑖,𝑗)−𝑓𝑚)(𝑓𝑝(𝑖,𝑗)−𝑓𝑝

𝑚)𝑁
𝑗=1

𝑀
𝑖=1

√∑ ∑ (𝑓(𝑖,𝑗)−𝑓𝑚)2(𝑓𝑝(𝑖,𝑗)−𝑓𝑝
𝑚)2𝑁

𝑗=1
𝑀
𝑖=1      

                                                         (1) 

where 𝑓, 𝑓𝑝represent pixel intensities of the current frame and the 

P-frame respectively. M, N are the number of rows and columns 

in the frame. 𝑓𝑚, 𝑓𝑝
𝑚 are mean pixel intensities of the current 

frame and the P- frame. 
Initially the first frame (A frame) which is the keyframe compared 
with the next frame (B frame) in the video sequence. If the 
correlation between them is low, scene cut is detected and the size 
of the scene is fixed. The next frame (again it is considered as A 
frame) is chosen as keyframe for the next scene and the flow 
continues as previously explained. If the correlation is high, then 
the next frame is compared with A frame. This process is repeated 

till end of the video sequence is reached. Figure 4 illustrates the 
process by which the GOP is fixed adaptively. At each step, the 
correlation factor given in Eq. (1) is computed.  

 
Fig. 4: Flow chart of scene change detection 

 
The background is subtracted in each scene with the selected 
keyframe. The object is identified in each keyframe which is 
tracked in each background subtracted frame of the scene using 
correlation filter. 

4. Experimental Results 

The proposed method is tested on a variety of challenging video 
datasets: TUD Campus, TUD Crossing, TUD Stadtmitte and 
PETS2009 S2-L1 [19]. They are commonly used video datasets 
and they are very challenging for several reasons. They include 
outdoor environment where lighting conditions are not controlled. 
In PETS2009 video, the video covers large area, so people look 

very small when they are far from the camera making their 
tracking more challenging. In TUD dataset, targets have a similar 
size and they walk with similar speeds. However, targets are 
frequently occluding each other (heavy inter-object occlusion) and 
are occluded by static objects. To obtain the detections, we use the 
detections originally provided with the videos [19]. Video 
sequence details of each datasets are given in Table 1. 
 

 
 

Table 1: Details of Dataset 

Sequence # frames Persons Resolution 

TUD-CAMPUS 71 Up to 6 640x480 

TUD-CROSSING 201 Up to 8 640x480 

TUD-STADTMITTE 179 Up to 8 640x480 

PETS2009-S2-L1 795 Up to 10 768x576 

Two performance metrics are used to evaluate the performance of 
the proposed MOT system as used in [20]. They are explained as 

follows. 
(a) Multiple Object Tracking Accuracy (MOTA): It is one 

of the widely used evaluation metrics for multiple object 
tracking applications. It is defined as below. 
 

𝑀𝑂𝑇𝐴 = 1 −
∑ (𝐹𝑃(𝑡)+𝐹𝑁(𝑡)+𝐼𝐷(𝑡)𝑡

∑ 𝑁𝐺𝑇(𝑡)𝑡
                                                                       (2) 

 

(b) Multiple Object Tracking Precision (MOTP):  The 
MOTP is defined as below. 

(c)  

𝑀𝑂𝑇𝑃 = ∑
�̅�(𝒢𝑇𝑖

𝑡ℋ𝑔(𝑖)
𝑡 )

∑ 𝑚𝑡𝑡
𝑡,𝑖

                                                                                (3) 

 
The proposed method is compared with recent state-of-the-art 
MOT algorithms. Among the compared approaches, a first 
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category studied MOT with the aim of improving detection 
responses using model-free tracker [19, 21], a second category 

aimed to improve the data association technique [22-23], and a 
third category aimed to improve the appearance model [24 and 
25]. The results are obtained from the authors’ papers. Table 2 and 

3 show the results of the proposed method and its performance 
comparison with the recent methods.[26] 

 
 

 
 

Table 2: Comparison of the Proposed Method in TUD-CAMPUS and TUD-CROSSING Datasets 

Dataset TUD-CAMPUS TUD-CROSSING 

Measure MOTA (%) MOTP (%) MOTA (%) MOTP (%) 

Proposed 79.8 69.5 78.5 67.42 

[Riahi, 2014] 72 74 72 76 

[Breitenstein, 2011] 73 67 84 71 

 
Table 3: Comparison of the proposed method in TUD-STADTMITTE and PETS2009-S2L1 datasets 

Dataset TUD-STADTMITTE PETS2009-S2-L1 

Measure MOTA (%) MOTP (%) MOTA (%) MOTP (%) 

Proposed 68.12 58.65 85.22 67.56 

[Andriyenko, 2011] 60.5 66 80 76 

[Milan, 2014] 71 65.5 90 80 

Fig 4 and 5 shows the bar chart showing performance comparison of the proposed method with the recent methods
. 

 
Fig. 4: Bar chart displaying performance comparison of the proposed method with recent method in TUD-CAMPUS and TUD-CROSSING datasets 

 

 
 

Fig. 5: Bar chart displaying performance comparison of the proposed method with recent method in TUD-CAMPUS and TUD-CROSSING datasets 
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From Table 2, it is clear that the proposed method achieves higher 

MOTA and lesser MOTP than other recent methods.  

5. Conclusion 

Combining frame-by-frame detections to estimate the most likely 
trajectories of an unknown number of targets, including their 
entrances and departures to and from the scene, is one of the most 

difficult components of a multi-object tracking algorithm. It is 
obtained by dividing the video into scenes. The objects are 
identified and tracked within each scene. The resulting algorithm 
is far simpler than current state-of-the-art algorithms. The 
proposed method obtains a better performance than a state-of-the- 
 
art method on difficult datasets. In future, various scene change 
detection algorithms can be used. 
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