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Abstract 
 

Emerging cloud computing technology is a big step in virtual computing. Cloud computing provides services to clients through the inter-

net. Cloud computing enables easy access to resources distributed all over the world. Increase in the number of the population has further 

increased the challenge. The main challenge of cloud computing technology is to achieve efficient load balancing. Load balancing is a 

process of assigning load to available resources in such a way that it avoids overloading of resources. If load balancing is performed effi-

ciently, it improves QoS metric including cost, throughput, response time, resource utilization and performance. Efficient load balancing 

techniques also provide better user satisfaction. Various load balancing algorithms are used in different scenarios for ensuring the same. 

In the current research, we will study different algorithms for load balancing and benefits and limitations caused to the system due to the 

algorithms. In this paper, we will compare static and dynamic load balancing algorithms for various measures of efficiency. These will be 

useful for future research in the concerned field. 
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1. Introduction 

CC gives a flexible method to retain the data that involves virtual-

ization, web services, and distributed computing. The main aim of 

cloud computing is to minimize cost and maximize services. Large 

numbers of devices (PCs, laptops, Mobile phones, etc.) are con-

nected to the internet. These devices submit their requests and 

expect a response without delay. Cloud computing is continuously 

developing to organizing applications for increased scalability, 

availability and fault tolerance. [1]. 

The above deployment models are classified on the basis of access 

permissions. The Public cloud can be accessed by anybody.[2] 

The private cloud is used by the organization and it is to be ac-

cessed only by specific people who have permission to access it. 

Hybrid cloud is a combination of private and public cloud compu-

ting models[3]. Similarly, a community cloud is used by several 

organizations but it cannotbe accessed by people not having ap-

propriate permissions[4]. 

 
 

Services provided by cloud computing are: 

1. Software as a Service (SaaS): In this service, customers are 

able to hire software hosted by vendor[5]. 

2. Platform as a Service (PaaS): In this service, customers can 

hire infrastructure and programming tools for creating applica-

tions[6]. 

3. Infrastructure as a Service (IaaS): In this service, customers 

can hire fundamental computing resources like processing, 

networking, storage, etc[7].  

The paper is organized as follows: Section 2 covers concept of 

Load balancing and section 3 explains some load balancing algo-

rithms[8]. After discussing Load balancing algorithms westudy 

comparison between these algorithms in Section 4 and then we 

conclude this paper with findings.[9]  

2. Load Balancing 

Various types of loads in cloud computing are CPU load, network 

load, memory capacity issue etc. [10]. 
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Fig 2 : Load Balancing 
 

Need of Load balancing: 

 

 To maximize user satisfaction. 

 To increase resource utilization. 

 To minimize execution time and waiting time of task. 

 To maximize performance. 

 To increase fault tolerance 

 To maintain stability of system[11]. 

  

Load balancing uses metrics for improving its performance. These 

metrics are explained below: 

 

 Throughput: It is measure of execution of process and volume 

of time required for it. 

 Makespan: It is span of time between arriving of job and de-

stroying of job. 

 Response Time: It is measure oftime taken by task to arrive in 

the system. 

 ResourceUtilization: It is appropriate and efficient way of 

assigning there source for performing.  

 Overhead: It is Interlinkbetween neighbouring nodes on it-

stask movement. 

 Fault Tolerant: System should avoid taskreplication in device. 

System should be able to rectify faults. 

 Migration Time: It istime for moving from one node to anoth-

er node[12]. 

 Performance: It is measure of execution result of system. 

 Scalability: It is ability of system to expand or decrease num-

ber of processors and machines influenced by it.  

 WaitingTime: It is time spent by task waiting in thequeue for 

arriving[13]. 

 

3. Load Balancing  

 

 
Fig 3: Load Balancing Algorithms 

Load balancing is classified in three types based on who is initia-

tor of process. They are as follows: 

1. Sender Initiated: In this type, sender initiates execution of load 

balancing algorithm, after detecting over loaded nodes[14]. 

2. Receiver Initiated: In this type, imbalance in load is detected 

by receiver. The receiver than initiates‟ execution of load bal-

ancing algorithm. 

3. Symmetric: It is a mixture of both sender and receiver initiated 

category of load balancing algorithms[15]. 

Load balancing algorithms are basically divided into two types 

depending on state of system. They are explained below: 

 

3.1 Static Load Balancing 

 
In static load balancing tasks are assigned evenly to all nodes. 

These tasks are assigned before execution process starts. The algo-

rithm has to have prior knowledge of system like, processing, 

memory, performance and power. The static algorithms do not 

need information of current state of node. It takes decisions during 

compile time. Properties of nodes should be known in advance. 

Static algorithms are less complex. Static algorithms work better, 

when variation of load is low[16]. 

 

3.1.1 Round Robin Algorithm 

 

Round Robin Algorithm uses slice mechanism to process data. 

This algorithm selects first node randomly and then assigns tasks 

to other nodes by using Round Robin technique. In this algorithm, 

time is divided into slices. All nodes have assigned time inter-

val[17]. Given task should be performed by node within assigned 

time interval. In case task is not completed within allocated time, 

task has to wait for next slot. The tasks are assigned to processor 

without any priority. Since distribution of load is not uniform, it is 

not possible to predict running time of node in advance. The algo-

rithm is usually, avoided because execution time is not known in 

advance.[18] 

 

3.1.2 Min-Min Algorithm 

 

In this algorithm, parameters of job are known in advance.  Cloud 

manager deals with jobs having minimum execution time on prior-

ity. This means that jobs having maximum executing time have to 

wait for undefined time period. Before assigning tasks to proces-

sor, the assigned tasks are updated in processor and then are re-

moved from waiting queue. Most important drawback of this algo-

rithm is that it leads to starvation[19]. 

 

3.1.3 MIN-MAX  

 

Working of Max-Min algorithm is quite similar to Min-Min algo-

rithm before finding out minimum execution time. After execution 

time is known, cloud manager takes care of tasks having maxi-

mum execution time. The assign task is removed from list and 

execution time of unassigned tasks is informed to processor. The 

algorithm performs well since requirements are known in advance. 

Improvement in efficiency and concurrent execution of tasks is 

possible in advance ersion of this algorithm [20]. 

 

3.1.4 Opportunistic Load Balancing Algorithm 

 

This algorithm does not consider current workload of VM. Its tries 

to keep all nodes busy. This algorithm deals with tasks in random 

order. Tasks are assigned to node randomly. The tasks are execut-

ed slowly because current execution time of nodes is not calculat-

ed.This algorithm provides load balance schedule, but results are 

not good.[21] 
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3.2 Dynamic load Balancing 

 
In dynamic load balancing, decision for load balancing is made in 

current state of system. The previous state and behaviour of nodes 

is checked before assigning tasks to nodes.  The Dynamic load 

balancing algorithms are implemented in two forms which are 

distributed and non-distributed. In distributed dynamic load bal-

ancing, all nodes interact with one another and distribute tasks 

among nodes. In non-distributed dynamic load balancing, all 

nodes work independently and achieve their tasks. Dynamic load 

balancing algorithms implement various policies like transfer 

policy, location policy, selection policy and information policy 

[22]. 

• Transfer Policy: The role of transfer policy is to select a job to 

transfer from local node to remote node. 

• Selection Policy: The role of selection policy is to specify 

processors involved in load exchange. 

• Location Policy: The role of location policy is to select desti-

nation node for transferred task. 

• Information Policy: The role of information policy is to collect 

information about nodes. 

These policies are used to balance load considering changes in 

state of nodes. Load of heavily loaded node is transferred to light-

ly loaded node[23]. 

 

3.2.1 Ant Colony  

 

This is designed for seeking optimal path like a path between food 

and colony of ants. The important responsibility of this algorithm 

is to distribute work load efficiently among nodes in system. In 

this algorithm, head node is regional load balancing node. Once 

request is sent, ant starts seeking path to food from head node. The 

ants collect data from cloud, and assign task to node using the data. 

After task is assigned, ant moves with overloaded node to next 

node to check if the node is overloaded. This continues till job is 

completed. The result is then reported considering individual re-

sult of every ant. After collecting report from individual ant, re-

ports of all ants are combined together to develop a complete re-

port. [24]. 

 

3.2.2 Honey Bee 

 
Honey bee is published according to the manner of honey bees. 

Honey bees are of two types: finders and reapers. The finder hon-

eybee finds source of honey and do waggle dance to indicate qual-

ity and quantity of honey [25]. Each server has a process queue. If 

the request is received it calculates the profit, similar to waggle 

dance of bees. If profit is high, then server stays else it moves to 

forage. It indicates whether the state is overloaded, under loaded, 

loaded or balanced. Current VMs are combined, based on this. 

Separate queue is maintained for each and every node. Task is 

executed, depending on priority. Advantages of this algorithm are 

less response time and less waiting time. Disadvantage of this 

algorithm is its minimum throughput.[26] 

3.2.3 Biased Random Sampling 

 

Biased random sampling treats all servers like nodes. This algo-

rithm can be represented as virtual, graph. This graph has load on 

each node. When load balancer receives request from client, it 

assigns job to node that has minimum degree. These processes are 

assigned and deleted by random sampling technique. Important 

parameter is threshold value[27]. If it is greater than current walk 

length the node executes its job and if it is less than current walk 

then node moves to another randomly selected node. Increase in 

number of servers, decreases performance of this algorithm[28]. 

 

 

 

 

3.2.4 Active clustering 

 

Active Clustering is known as improved random sampling. This 

algorithm uses concept of clustering. The algorithm groups to-

gether similar nodes. This grouping increases throughput.Match-

Maker method is introduced in this algorithm. This method con-

nects neighbouring nodes which are similar to each other. After 

the similar nodes are connected, match maker node is disconnect-

ed. Load is balanced equally by iterating this process. This algo-

rithm has high performance and high throughput. The resources 

are utilized efficiently along with increase in throughput[29]. 

Further important algorithms of load balancing are (v) Genetic 

algorithm and (vi) Firefly algorithm. We will compare these two 

algorithms on basis of their two reasons [30]. 

 The two reasons are 

 

 Completion Time  

  Processor Utilization  

 

3.2.5 Genetic Algorithm 

 

Genetic algorithm is based on evaluation and natural genetics 

principles. The algorithm combines past results with recent do-

mains of research. Survival of fittest technique is used for infor-

mation exchange in his algorithm. Generation can be defined as a 

collection of artificial creatures. New generation is created from 

set of strings of previous generation[31]. Sometimes new strings 

are tries for research and development. Another feature of genetic 

algorithm is randomization. Though the algorithm is randomized, I 

efficiently exploit historical data for research in current domain. 

Most of the optimization methods move from one point to another 

in decision space using transition rule. The transition rule decides 

next point. This method is error prone because it can locate false 

peaks in multimodal, which is many peaked search space. On the 

contrary, genetic algorithm works on database of points simulta-

neously[32]. Thus, it has less probability of finding false peaks. 

Genetic algorithm is comparatively very simple and it does not 

involve any complexities other than „copying strings‟ and „swap-

ping partial strings‟. 

There are two main attractions of genetic algorithm are simplicity 

of operation and power of effect[33]. For this algorithm to be 

more effective, exploitation and exploration are equally important. 

The effectiveness is achieved by selection, crossover, and muta-

tion. Selection is source of exploitation[34]. The mutation and 

crossover are sources of exploration. There exist direct trade-off of  

exploration and exploitation with mutation. Increase in rate of 

mutation makes mutation more disruptive. It continues becoming 

disruptive until the exploitative effects of selection are over-

whelmed[35].  

 

3.2.6 Firefly algorithm 

 

Firefly algorithm can be described using three idealized rules:  

(1) Fireflies are unisexual creatures. Thus, he firefly can attract 

any other firefly, regardless of their sex[36]. 

(2) For fireflies attractiveness is directly proportional to brightness. 

The less bright firefly moves towards brighter firefly. The 

brightest firefly moves randomly[37]. 

(3) The brightness of a firefly is determinedby objective function. 

The brightness is directly proportional to objective func-

tion[38].  

The Firefly algorithm is uses simulated cloud network. The net-

work deals with set of requests and servers. This algorithm is im-

plemented in three steps. In first step population is generated. In 

second step, scheduling index calculation is subjected. In third 

step, the scheduled list is optimised[39]. 
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The Figure 4 shows the completion time taken by all three algo-

rithms increases with increase in number of tasks. As the number 

of tasks increases, time taken to complete these tasks increases 

[40]. The result showed that Genetic algorithm performed way 

much better than other algorithms. We can observe that the gap 

between Genetic algorithm and firefly algorithm widens with in-

crease in number of tasks[41]. This shows that genetic algorithm 

reduces total completion time as compared to other algorithms. 

 

3.3 Average Processor Utilization 

 

 
 
Genetic algorithms outperform other algorithms like firefly algo-

rithm in terms of processor utilization. The processor utilization 

for genetic algorithms is 85 to 99 per cent and for firefly algorithm 

processor utilization was 80 to 91 per cent. When he number of 

asks increased processor utilization of Genetic algorithm reached 

99 per cent. His indicates that Genetic algorithm works better in 

case of more tasks. The result of research is displayed in Figure 5. 

 

 

 
 

4. Conclusion 

 
CC gives service to user over network. Major problem in cloud 

computing is load balancing. Overloading of a single node or mul-

tiple nodes negatively affects performance of the system. To avoid 

this and other effects of overloading, various load balancing algo-

rithms are implemented. In this paper, we have studied some load 

balancing algorithms, proposed by various researchers. These load 

balancing algorithms are compared on basis of various parameters 

in this paper for further research. 
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