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Abstract 
 
In a cloud computing environment, there are huge number of tasks with different computing requirements need to be scheduled and pro-
visioned to the various resources within different capabilities. Thus, the mapping between users and resources is crucial so that the per-
formance could be improved. The hybrid algorithm Shortest-Job-First (SJF) and Round Robin (RR) are expected to address all the con-
cerns in scheduling task namely response time, waiting time and turnaround time simultaneously. Existing schedulers has been focused 

on those parameters but starvation problems are mostly not their major concern. Therefore, this study attempts to produce a better per-
formance of hybrid algorithm through the integration of two traditional algorithms namely SJF and RR with dynamic quantum (SRDQ). 
Our proposed SRDQ with the best quantum time approach apparently reduces the longer waiting time when involves with a large cloud-
let. Thus, it is suitable for the cloud computing environments where the resource hunger applications are normally provisioned. 
 
Keywords: Dynamic Variable Quantum Time; Round Robin; Scheduling; Shortest Job First. 

 

1. Introduction 

Cloud computing offers services over the Internet such as compu-
tational task, storage, video-audio streaming and database man-
age-ment. Cloud service user (CSU) is considered as a client that 
submit their tasks such as cloudlet/s to the cloud service provider 
(CSP) which offers the above services. Prior to the resource as-
signment, proper procedures such as resource discovery, resource 

scheduling and provisioning need to be performed. Thus, cloud 
services need a great amount of resource control in order to pro-
vide a good perfor-mance based on the priority service level 
agreement (SLA) between CSUs and CSPs; therefore, a good 
scheduling is required to manage jobs and tasks. 
Scheduling is a method where tasks are assigned to resources in 
order to be completed. In cloud computing, a broker or a local 
scheduler will take this responsibility to schedule the tasks. For 

this effort, the scheduler keeps resources as busy as possible to 
gain optimum throughput that leads user-satisfaction guaranteed. 
Currently, there are many schedulers with different objective func-
tion. Some of the schedulers focus on minimizing the waiting 
time. While the other are trying to maximize the throughput. 
These objective functions are always conflicting with each other. 
Hence, to find the optimum scheduler which satisfies everyone is 
quite challenging. 
There are many schedulers created from basic algorithms, or a 

com-bination of multiple basic algorithms into a common sched-
uler to meet their objective. 
The advancement of scheduling algorithm has been a popular 
topic in cloud computing. Many researchers are trying to create a 
scheduling algorithm to extend the advantages and minimize the 
disadvantages of the primitive scheduling algorithm. An efficient 
task scheduler s highly demanded in accordance with the hasty 
evolution of con-temporary cloud computing which leads to the 

optimum level of performance. There have been numerous con-

ventional task schedul-ing algorithms commonly used such as 
First-Come- First-Serve (FCFS) [1, 2], Round Robin[3], Shortest-
Job- First[4], Max-min[5], and also Min-Min[6]. Those are the 
classical example of basic job tasks scheduling in cloud compu-
ting. 
A considerable amount of waiting time which leads to starvation 

problem in cloud computing are worrying the cloud providers as 
this could drop the service performance. As mentioned before, re-
searchers are combining scheduling algorithm to improve the per-
for-mance of the cloud computing. There are few hybrids algo-
rithm such as FCFS and SRTF [7], which try to solve the starva-
tion problem but unfortunately the starvation problem is still per-
sists. Therefore, this study is going to evaluate a new hybrid algo-
rithm known as SJF and RR with Dynamic Quantum (SRDQ) 

which was recently proposed and claimed to be able to minimize 
the turnaround and waiting time and partially minimize the long 
task starvation. 
Meanwhile,an innovative hybrid task scheduling algorithm, which 
combines Shortest-Job-First (SJF) and Round Robin (RR) sched-
ulers, which consider a dynamic variable task quantum is pro-
posed [8]. The hybrid of these two algorithms are called SJF and 
RR with Dynamic Quantum (SRDQ). In this study, there are two 

basic keys that serve as the reliable core to the proposed algo-
rithms; (1) a balanced waiting time between short and long task 
achieved from a dynamic task, and (2) the ready queue which is 
split into two sub-queues. The short and long tasks were labeled as 
Q1 and Q2, respectively. Communally, two tasks from Q1 and one 
from Q2 were assigned to the resources. However, the experiment 
conducted by the researchers did not consider increasing the num-
ber of task in the performance evaluation. Therefore, it failed to 
efficiently prove the reliability of the algorithm especially when 

involve a large cloudlet. The rest of this paper is presented as fol-
lows. Related work is discussed in Section 2. Description and 
explanation of the existing and an extended algorithm are elabo-
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rated in Section 3. Results and discussion are conveyed in Section 
4. Finally, Section 5 is conclusion and future works. 

2. Related work 

Cloud computing has been receiving enormous attention and it is 
highly popular in the Information Technology (IT) sector [9]. This 

is due to the budget limitation which faced by companies as well 
as individuals to purchase the hardware and software. Cloud com-
puting has influenced individuals in many aspects, such as the way 
computing services are conducted. As the resources are being 
shared, it is important to ensure that the scheduler is using the best 
algorithm that tallied with the requirements. Therefore, previous 
and current researchers have been studying hybrid algorithm that 
attempts to improve different types of algorithms. 

The study conducted by [10], seeks to optimize scheduling using 
ABC-SA method. The paper focused on an optimization of hybrid 
algorithm through integration of simulated annealing (SA) into 
artificial bee colony (ABC) algorithm. The aim is to achieve an 
effectual scheduling based on the size of the task, request priority, 
as well as the closest distance between client nodes and the cloud 
server. The findings exemplified that the proposed algorithm is 
more competent and it was also found to be more apposite for 

cloud computing environment as it reduces makespan when the 
number of resources is increases. However, this study did not 
properly validate the waiting time, which leads to starvation. 
Previous work such as [11] proposes a new algorithm to reduce 
the waiting time. The proposed Orthogonal Taguchi Based-Cat 
Swarm Optimization (OTB-CSO) is focused on how to reduce the 
makespan. Other algorithms such as Particle Swarm Optimization 
with Linear Descending Inertia Weight (PSO- LDIW), Hybrid 

Particle Swarm Optimization with Simulated Annealing (HPSO-
SA) and Minimum and Maximum Job First (Min-Max) are used to 
compare with the proposed algorithm. This study proved that the 
makespan can be reduced. However, the experiment conducted by 
the researcher only consider up to 100 number of tasks and did not 
consider to increase the number of task in their performance eval-
uation. Therefore, it could not efficiently prove the reliability of 
the algorithm. 
[12] Refers cloud computing as internet service, which comprises 

of a variety of domains such as research, media, bigdata analysis 
as well as business. Therefore, this type of environment requires 
an efficient task scheduling, which currently being a fundamental 
issue in cloud computing. According to [12], there were many 
metaheuristic algorithms and hard optimization problems pro-
posed in the effort to solve task scheduling in cloud computing. 
Hence, it is crucial that scheduling strategy adaptation needs to be 
conducted by an efficient 

Scheduler. This paper attempts to propose a combination of firefly 
algorithm (FA) and particle swarm optimization (PSO) heuristics 
for cloud scheduling. The integration of these algorithms was 
intended to ensure the entire system is able to achieve a balance 
load, while consequently decreases the makespan of a set of tasks. 
The study was simulated using CloudSim tool kit package. Re-
searchers found that the proposed FA is performing better as com-
pared to the PSO, min-min scheduling and the first come first 

serve algorithms. How-ever, this study did not clarify the waiting 
time. Therefore, starvation might occur. Another researcher [13], 
proposed a task scheduling technique based on the ant colony 
algorithm. The focus of the study is to minimize the makespan and 
cost of the task hence improving the load balancing. They propose 
Multi-Objective Optimization Algorithm for Cloud Computing 
Task Scheduling Based on Improved Ant Colony 
Algorithm (MO-ACO). The researcher managed to achieve their 

tar- get and also refined the pheromone initialization and update 
method within the ant colony algorithm. By using Cloudsim, they 
conduct the experiment. The outcome of the experiment was com-
pared with Min-Min algorithm and the Ant Colony Optimization 
(ACO) algorithm. The results have proved that the proposed algo-
rithm is able to minimize the cost and makespan and improve the 

system load balancing. However, the simulation is limited to 10 
virtual machines and does not test on smaller or larger number of 
virtual machine, which leads to uncertain consistency in the test 
results. 
[14] Proposed Choco-Based algorithm (CB), improved FFD 
(IFFD) and improved BFD (IBFD) to optimize the resource allo-
cation. They believes, other than CPU and memory, the bandwidth 
requirement is also important but always being neglected and was 

not taken into consideration. By using Java and Choco, they ap-
praise the performance of their algorithm with different number of 
virtual machines. From the analysis, it is noticed that the proposed 
algorithms was able to allocate resources better than the existing 
algorithms. However, they did not clarify the waiting time that 
result to the starvation. To summarize, there are many factors 
highlighted and improved in cloud computing scheduling. Most 
studies focus on minimizing the makespan and cost but unfortu-

nately it does not really focus on minimizing the waiting time that 
will lead to the starvation problem. The race of finding the most 
optimum scheduling technique to be used in the cloud computing 
environment are indeed very intriguing and challenging hence 
many researchers are keen to help improving this area of study. 
Therefore, this study is going to focus on minimizing the waiting 
time. Hence, the starvation problem will be reduced and none of 
the tasks will be neglected. 

3. System model 

This section presents the SJF and RR with dynamic quantum 
based on SRDQ [8]. The simulation is implemented in the 
CloudSim environment which involves the host level and VM 
level scheduling. The above paper had proposed the SJF and RR 

with Dynamic Quantum (SRDQ) algorithm to overcome the star-
vation problem in the cloud computing environment. SRDQ in-
tends to minimize the weakness of SJF which does have a high 
waiting time for longer job which does lead to the starvation prob-
lem and maximize the strengths of both the SJF and the RR by 
combining the two algorithms. The reason of using the RR for the 
hybrid is due to the fact that starvation is never occur in RR. 
Therefore, the idea of combining the two algorithms is going to be 
a better algorithm is suggested. SRDQ does show a better perfor-

mance in this study. The implementation of the scheduling is 
showed in Algorithm 1 while the simulation parameters are re-
ferred in [8]. Calculation of the quantum time for the cloudlets is 
based on the Eq. 1. 
 

q𝑖𝑗 = 𝑞~ +
𝑞~

(𝐵𝑖𝑗+𝑞𝑖(𝑗−1))
2                                                              (1) 

where qij is the quantum at round j, i: 1,2,...,n and, Bij is burst time 
of task i at round j,qi( j−1) and α is a binary selector α = 0,1(refers 
to [8]). For the first round, j = 1, q i( j−1)  is zero because there is no 
previous round. It will be set to either zero or one based on the 
source queue. Meanwhile, for the cloudlet 2, the calculation of 

quantum time is slightly different as in Eq. 2. 

                                                                          

q𝑖𝑗 = 𝑞~ +
𝑞~

(𝐵𝑖𝑗−𝑞𝑖(𝑗−1))
2                                                              (2) 

 
The median of q˜ will be updated for a new cloudlet as in Eq. 3. 
 

𝑞~ = 𝑞~ +
𝑞~

𝐵𝑛𝑒𝑤
                                                                         (3) 

 
while for the finished cloudlet is Eq. 4 
 

𝑞~ = 𝑞~ +
𝑞~

𝐵𝑡𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒𝑑
                                                              (4) 
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Algorithm 1: SRDQ with quantum time  
Data: cloudlet ID, burst time, median/mean/best 
Result: quantum time initialization; 

 
Sort cloudlets ascending order based on the burst time; cloudlet; 
calculate the median, q; 
Separate the cloudlets into Q1 and Q2 
Calculate quantum qi j current execution task for both Q1 and Q2 
based on Eq. 1 in [8] 
While cloudlet in Q1 or Q2 do 

Read current; 

If cloudlet in Q1 then 
  Calculate quantum time for Q1 
Else 
 Calculate quantum time for Q2 
End 
Assign [2] tasks from Q1 to a resource;  
Assign [1] task from Q2 to a resource; 

End 

Update median, q for any new or finished cloudlet. 
 

3.1. Modification of the existing SRDQ 

Note that the SRDQ uses median as a based technique to evaluate 
the quantum time for each cloudlet. It will then divide the cloud-
lets into two groups. The use of median are great if the objective 
of the division is to divide the cloudlets with the queue length or 

size. In this study, we are going to investigate their effect when the 
division is between the small and large cloudlet. Thus, we propose 
the use of mean and best for group division and the quantum time 
calculation for each of cloudlet. 
In this case, mean or also known as average is the sum of all num-
bers, divided by the quantity of the numbers. Since mean consider 
all the numbers (or cloudlets), we believe that it will give a better 
value to differentiate between the small and large cloudlets. The 
formula for calculating the mean value is showed in Eq. 5. 

 
      

𝑞𝑚𝑒𝑎𝑛 =∑ 𝑐𝑙𝑜𝑢𝑑𝑙𝑒𝑡𝐼𝐷
𝑛⁄

𝑛

𝑘=1
                                                    (5) 

 
Meanwhile, best is considered as the average sum of the median 
and mean. In other words, the sum of median and mean is divided 
into two. A study conducted by [15] proposed best time quantum 

for round robin scheduling. It shows a better performance than the 
conventional RR. Therefore, the uses of best for SRDQ are also 
being tested in this study. The formula for calculating best is 
showed in Eq. 6. 
 

𝑞𝑚𝑒𝑎𝑛 =∑
(𝑞𝑚𝑒𝑑𝑖𝑎𝑛 + 𝑞𝑚𝑒𝑎𝑛)

2
⁄

𝑛

𝑘=1

                                    

(6)                                                                    

3.2. Dataset 1 

Dataset in Table 1 is adopted from previous study conducted by 
[8]. This dataset was used to compare the results of the previous 
author with the result of the SRDQ. This is crucial to ensure the 
reimplementation is correct before further experiments are done. 
The experiment for this dataset (dataset 1) is then extended with 
the use of mean and best values as the quantum time. 
 

Table 1: Sample Data for Scenario 1 with Six Cloudlet 

cloudlet ID arrival time burst time 

1 0 12 

2 0 8 

3 1 23 

4 2 10 

5 3 30 

6 4 15 

 
Table 2: Sample Data for Scenario 2 with Six Cloudlet 

cloudlet ID arrival time burst time 

1 0 12 

2 5 210 

3 5 44 

4 7 157 

5 8 101 

6 8 13 

7 19 179 

8 11 92 

9 13 144 

10 15 158 

 
The mean of dataset one by using Eq. 5 would be 16.3. Therefore, 
for the SRDQ mean, Q1 will have cloudlet 1, 2, 4 and 6 whereas 
Q2 will have cloudlet 3 and 5. As for the SRDQ best, the value 
would be 14.9 by using Eq.6. Q1 will have cloudlet 1,2 and 4 
whereas Q2 will have cloudlet 3, 4 and 5. Note that there is a dif-
ference number of cloudlet in Q1 and Q2 for the mean and best. 
This due to the different formula to divide the cloudlets. 

3.3. Dataset 2 

Dataset in Table 2 is also from [8]. Again, the results of the previ-
ous author are compared and the experiment are extended with 
other algorithms. 
The mean of dataset 2 by using Eq. 5 would be 111. Therefore, for 
the SRDQ mean, Q1 will have cloudlet 1,3,5,6 and 8 whereas Q2 
will have cloudlet 2,4,7,9 and 10. As for the SRDQ, the best value 
would be 116.75 by using Eq. 6. Therefore, for the best SRDQ, 

Q1 will have cloudlet 1,3,5,6 and 8 whereas Q2 will have cloudlet 
2,4,7,9 and 10. 

3.4. Simulation assumptions 

In order to simulate the scenario, CloudSim is used to create a data 
center with a broker and a single user. At the host level, FCFS 
algorithm is used to allocate the Virtual Machines (VMs) and 
space- shared policy were used at the VM level in order to execute 

cloudlets in sequence. A dedicated core will be assigned to each 
task when this policy is used. So, the execution time of each task 
will not be affected by the queue size or any incoming tasks. 
There are few assumptions for the simulation, which are: 

 All cloudlets which have to be processed are available 

 At run time, no more cloudlets are added 

 The environment is also static i.e. no more resources are 
added at runtime 

Finally, the CloudSim code was modified and the scheduling class 
was extended to implements the algorithms. 
 

4. Results and discussion 

The first simulation was done using dataset 1 with six cloudlets. 

There are eight rounds for the first simulation and each round used 
a different algorithm. The first round of the simulation used the 
SJF as the scheduling algorithm. After the results of the first round 
are noted the scheduling algorithm are changed to RR with time 
quantum five. The steps are repeated until all the scheduling algo-
rithms are tested and the results are identified. The results of the 
first simulation are illustrated in this section. The results of the 
first simulations are then compared and analyse with the results 

from the previous work. Some manual calculations are also being 
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done to compare the result from this simulation to ensure the va-
lidity of results. 
Figure 1 illustrates the response time by six cloudlets. It is noticed 
that the cloudletID 1 has 0 response time value for all the RR re-
lated algorithms. This is because RR implementations are based 
on the FCFS rules. This means that cloudletID 1 will be the first 
cloudlet among the six cloudlets that get an attention from the 
scheduler and getting the first chance to be executed. Meanwhile, 

for the SRDQ algorithm cloudletID [2] will be the first to be exe-
cuted that shows by the lowest response time. This is due to the 
SRDQ will sort the cloudlets in increasing order and execute the 
smallest cloudlet first. Thus, cloudletID 2 has the lowest value of 
response time among the other cloudlets. 
 

 
Fig. 1: Response Time over Six Cloudlets. 

 
In short, RR scheduling with time quantum five has the lowest 
average response time. This is because, with the time quantum, it 
will hold and switch the cloudlet that are being executed with the 
next cloudlet every five seconds. Unfortunately, changing state in 

every five seconds will increase the number of context switching 
needed to finish all cloudlets, and this will definitely affect the 
performance. For the RR with median, mean and best; RR median 
shows the best response time average. This is due to the lowest 
value of the median among the median, mean and best. For the 
SRDQ, SRDQ median got the best average response time. SRDQ 
median got the best average response time also because median 
has the lowest value among the median, mean and best. SRDQ 
median does have better performance than RR median for the 

average response time. This is due to the arrangement of the 
cloudlet that are being sorted in a SJF mode in the SRDQ, which 
does help to elevate the performance of the SRDQ. 
Figure 2 shows the waiting time by cloudlet. It is noted that the 
first cloudlet has zero value for the RR median, mean and best 
because a regular RR implement the FCFS and the cloudlets are 
finish in the first round. The first cloudlet that are using RR medi-
an, mean and best can finish in the first round because the value of 

median, mean and best are higher than the value of the burst time 
of the first cloudlet. Even though, the first cloudlet using RR with 
time quantum five was the first cloudlet to be executed, the fact 
that the burst time is twelve and it is higher than five make it im-
possible to finish executing in one round. Hence it needs to wait 
for at least two times before 
 

 
Fig. 2: Waiting Time over Six Cloudlets. 

 

 
Fig. 3: Turnaround Time over Six Cloudlets. 

 
It can finish. That is the reason why the first cloudlet using the RR 
with time quantum five has a high waiting time compare to the 
other RR. For all the SRDQ cloudlet, two will be the first to be 
executed and also finish in the first round. The second cloudlet 
that are using SRDQ median, mean and best can finish in the first 
round because the value of median, mean and best are higher than 

the value of the burst time of the second cloudlet. For overall, SJF 
has the lowest average waiting time but there is risk of high wait-
ing time for large tasks. The problem of high waiting time for 
large tasks in SJF is simply because all the small cloudlets will be 
executed first, so the largest task will be the last one to receive the 
resources. For the RR with median, mean and best, RR best got 
the best average waiting time. For the SRDQ, SRDQ mean got the 
best average waiting time. SRDQ mean is better than RR best. 
Again, SRDQ mean is better because the cloudlets are sorted 

which does help to elevate the performance of the SRDQ. 
Figure 3 show the turnaround time by cloudlet. Noted that the 
cloudletID 1 has low value for the RR median mean best because 
a regular RR implement the FCFS and the cloudlet are finish in 
the first round. It is a different case for RR with time quantum five 
which have lowest turnaround time at the second cloudlet because 
cloudlet two was the first cloudlet to finish when using the RR 
with time quantum five. For the SRDQ cloudlet two will be the 

first to finish in the first round because it is the first cloudlet to be 
executed and it has a lower burst time compare to the value of 
median, mean and best. For overall, SJF has the lowest average 
turnaround time but as mention before in SJF there is risk of high 
waiting time for large task. For the RR with median, mean and 
best RR best got the best average which proves the study done by 
[15]. For the SRDQ, SRDQ mean got the best average turnaround 
time. SRDQ mean is better than RR best because SRDQ mean got 

a lower average value of turnaround time compare to the RR best. 
. 

4.1. A larger cloudlet 

The second simulation was done using dataset 2 with 10 cloudlets. 
There are also eight rounds for the second simulation and each 
round uses a different algorithm. The second simulation uses the 

same steps as the first one but there was no manual calculation 
made for the second simulation as the validity of the algorithm is 
verified during the first simulation. The results were compared 
with the previous works to ensure the same pattern are obtained. 
The response time, waiting time and turnaround time for each 
cloudlet is observed and the average performance of each algo-
rithm is computed. Note that for the second dataset, cloudlet one 
has the lowest burst time. The results for the second simulation are 

given and discussed in the next sub section. 
Graph in Figure 4 shows the response time by 10 cloudlets. The 
first cloudlet is the lowest cloudlet in the dataset and will be the 
first to be executed. Overall, RR with time quantum five has the 
lowest average response time with high context switching. This is 
due to the small number of quantum assigned. For RR with medi-
an, mean and best, RR mean is the best compared to SRDQ. For 
the lower average value of response time, SRDQ is better than that 

of RR. Figure in 5 show the waiting time by cloudlet. Note that in 
the first cloudlet RR with time quantum five has a waiting time 
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because it does not finish executing in the first round. For SRDQ, 
cloudlet one will be the first to be executed and also finish in the 
first round. Overall, SJF has the lowest average waiting time but 
there is a risk of high waiting time for a large task as mentioned 
before where it is has been a common problem in SJF. For RR 
with median, mean and best, again RR best is the best average 
which justify the study done by [15]. In terms of response time, 
SRDQ is better than that of RR since the waiting time is lower. 

 

 
Fig. 4: Response Time over Six Cloudlets. 

 

 
Fig. 5: Response Time over Six Cloudlets 

 
Figure 6 shows the turnaround time for each cloudlet. Note that 

cloudlet with ID1 has low value for all the algorithms except for 
RR. This is because the first cloudlet finishes in the first round 
except for 
 

 
Fig. 6: Response Time over Six Cloudlets. 

 

 
RR with time quantum five. In this case, SJF has the lowest aver-
age turnaround time. Meanwhile, RR with median, mean and best 
again RR best is the best average. For SRDQ, again SRDQ mean 
is the best average turnaround time which clarifies SRDQ is better 
than RR in that way. 
Meanwhile, dataset 3 was used for the third simulation. It consist 
of 50 random number between 1000-50000 round up to the nearest 
thousand. This dataset was generated by the CloudSim environ-

ment. Figure 7 shows the evaluation of 50 random cloudlets on 1, 
2 and VMs. For this experiment, only SRDQ-Median, SRDQ-
Mean, and SRDQ-Best are tested. From the previous simulations, 
we notice that these three algorithms are better than the rest. This 
simulation is subjected in determining the best algorithms to 
schedule a total number of 50 cloudlets. Figure 7 shows that the 

value of time is decreasing as the number of VM used is increas-
ing. This is because the resources are being increased. Note that, 
SRDQ mean is considered outperform for average of response 
time, waiting time and turnaround time for all the three cases. 
Therefore, for the dataset of 50 cloudlets, SRDQ mean is the best 
scheduler compare to the other SRDQ. 
Figure 8 show the evaluation of 100 random cloudlet on 1,2,3 
VMs. The results of this simulation are also shown in average due 

to high number of cloudlets used. The pattern of the graph is the 
same as the previous simulation (Figure 7) which is expected be-
cause this experiment just increases the number of cloudlets. As 
for the results for response time SRDQ-Median got the lowest 
average. Meanwhile, waiting time and turnaround time, SRDQ-
Best has the lowest average value. Thus, we can conclude that for 
this simulation, SRDQ-Best is the best algorithm for the scenario. 
After the simulations and the results are identified, we notice that 

SRDQ has better performance than that of the primitive algorithm. 
It does combine the advantages of both SJF and RR algorithm. For 
the simulations of 50 cloudlets and less, we could see that SRDQ 
mean performs better than the others, but when we increase the 
number. 
RR with time quantum five. In this case, SJF has the lowest aver-
age turnaround time. Meanwhile, RR with median, mean and best 
again RR best is the best average. For SRDQ, again SRDQ mean 

is the best average turnaround time which clarifies SRDQ is better 
than RR in that way. 
Meanwhile, dataset 3 was used for the third simulation. It consist 
of 50 random number between 1000-50000 round up to the nearest 
thousand. This dataset was generated by the CloudSim environ-
ment.  
Figure 7 shows the evaluation of 50 random cloudlets on 1, 2 and 
VMs. For this experiment, only SRDQ-Median, SRDQ-Mean, and 
SRDQ-Best are tested. From the previous simulations, we notice 

that these three algorithms are better than the rest. This simulation 
is subjected in determining the best algorithms to schedule a total 
number of 50 cloudlets. Figure 7 shows that the value of time is 
decreasing as the number of VM used is increasing. This is be-
cause the resources are being increased. Note that, SRDQ mean is 
considered outperform for average of response time, waiting time 
and turnaround time for all the three cases. Therefore, for the da-
taset of 50 cloudlets, SRDQ mean is the best scheduler compare to 

the other SRDQ. 

 
Fig. 7: 50 Cloudlets. 

 
Figure 8 show the evaluation of 100 random cloudlet on 1,2,3 

VMs. The results of this simulation are also shown in average due 
to high number of cloudlets used. The pattern of the graph is the 
same as the previous simulation (Figure 7) which is expected be-
cause this experiment just increases the number of cloudlets. As 
for the results for response time SRDQ-Median got the lowest 
average. Meanwhile, waiting time and turnaround time, SRDQ-
Best has the lowest average value. Thus, we can conclude that for 
this simulation, SRDQ-Best is the best algorithm for the scenario. 

After the simulations and the results are identified, we notice that 
SRDQ has better performance than that of the primitive algorithm. 
It does combine the advantages of both SJF and RR algorithm. For 
the simulations of 50 cloudlets and less, we could see that SRDQ 
mean performs better than the others, but when we increase the 
number of cloudlets to 100 the performance of the SRDQ mean 
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dropped and SRDQ best perform better than SRDQ mean. There-
fore, SRDQ best is more suitable to be implemented in the cloud 
computing environment. 
 
 

 
Fig. 8: 100 Cloudlets. 

 

5. Conclusion 

This study has shown that the arrangement of task and the dy-
namicity for the value of the quantum time does affect the perfor-
mance of the scheduling algorithms. The SRDQ algorithm which 
is proposed by the previous researcher does perform better than 
that of the conventional scheduling algorithms which are com-

monly used in the cloud computing environment these days. The 
use of Best for the quantum time does improve the division be-
tween the small and large cloudlets. Hence the performance of the 
SRDQ is considered to perform better. Overall, we conclude that 
the SRDQ-Best performs better than the original SRDQ in the 
cloud computing environment. For the future work, the researcher 
could continue the experiments and compare the SRDQ-Best with 
other scheduling algorithms and find another way that could im-

prove the performance of the SRDQ-Best in minimizing the wait-
ing time and the starvation problems. 
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