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Abstract 
 
Satellite images provide plenty of information about the the earth and it’s environment. However, presence of shadows hinders  the image 
analysis process. This paper introduces a new technique for shadow identification which involves color models and an optimization algo-

rithm. The RGB color image is transformed to C1C2C3 and HSI color images since they contain more shadow information than the RGB 
image. Subsequently these images are fed individually to the ant colony optimization algorithm which identifies shadows based on its 
properties. The resulting ouputs of the color models are combined using the Boolean operator which retrieves the binary image contain-
ing shadows. 
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1. Introduction 

Shadow detection and removal has become an essential prerequi-
site in various image processing applications particularly for high 
resolution and very high resolution satellite images. The shadows 
in images furnish the knowledge about the scene such as the posi-
tion of the sun when the image was taken and also the details 
about the geometry of the object that cast the shadow. This 

knowledge can be used in a variety of applications such as 3D 
scene reconstruction, building height estimation, etc. On the con-
trary, the prevalence of shadows in the images reduces the radio-
metric information and also the hides the true shape, size and edge 
information of the underlying  
object thus misguiding the image analysis process. Several tech-
niques have been used for shadow detection. The various tech-
niques used for shadow detection are mainly based on the radio-

metric information, spectral information or the geometrical and 
contextual information contained in the image under considera-
tion. Most of the techniques work well for a specific application 
but fail on other applications. Moreover, they work well on simple 
scenes but their accuracy deteriorates as the complexity of the 
scene increases.  
Formation of shadows in images occurs when an object obstructs 
the light emerging from a source of illumination. In a scene there 

are two types of lighting i.e., direct light and diffuse lighting. Di-
rect light comes from the source of illumination whereas the scat-
tering of light causes diffuse light by the atmosphere. Shadows are 
classified into two types: cast shadow and self-shadow. When an 
object casts its shadow on its underlying object it is called cast 
shadow. The second type of shadow namely self shadow is formed 
when a part of an object is illuminated only by diffuse light, i.e. it 
is not illuminated by direct sunlight.  
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Fig. 1: Shadows in Satellite Images. 
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The figure 1 shows Quickbird images containing cast and self 
shadows. Cast shadow can further be classified into two categories 
namely the penumbra and the umbra regions. The penumbra re-
gion receives diffuse light and a fraction of the direct light where-
as the umbra region is illuminated only by diffuse light. In indoor 
images the difference between umbra and penumbra is evident 
whereas in satellite images the discrimination between penumbra 
and umbra of cast shadows is difficult.  

2. Literature survey 

Several techniques for shadow detection are built on the properties 
of shadows have been proposed [11]. Some of the properties are: 

 The shadow region has reduced intensity when compared to 

the neighbouring non-shadow regions. 

 The chrominance of the shadow region is hardly changed 

while the luminance is reduced. 

 The texture is preserved even in the presence of shadows. 

The texture of both the shadow and non shadow parts of the 
object remains the same. 

Rosin et al. [1] proposed a region growing algorithm for shadow 
detection based on the properties of shadows. But the results are 
not accurate for the penumbra part of the shadow region. In [2], 

Zhang detected shadows for both indoor and outdoor scenes based 
on a ratio map which is obtained from the intensities of the pixels 
in the neighbourhood. Y.L.Tian [3] used a Gaussian Mixture 
Model combined with intensity and texture information to detect 
shadows in video sequences. Polidoro et al. [4] in his work detect-
ed shadows considering the properties of low luminance and high-
ly saturated blue wavelength of shadow regions. J.D.Tsai [5] con-
verted the RGB color image into invariant color models such as 

HSI, HSV, YIQ, etc and thresholded the difference between hue 
and intensity under the assumption that shadow regions have low-
er intensity than the non shadow regions. This technique failed on 
regions which contained dark objects such as water bodies and 
roads. K.L.Chung [6] further improved on Tsai’s methodology by 
doing a connected component analysis and thresholding at various 
levels. Most of the techniques work well for a specific application 
but fail on other applications. Moreover, they work well on simple 

scenes but their accuracy deteriorates as the complexity of the 
scene increases. 

3. Proposed method 

An RGB color image can be converted to different color spaces 
such as HSV, HSI, HSL, YCbCr, YIQ, YUV, C1C2C3, LAB, etc. 

The different color spaces are suited for different image pro-
cessing applications. For example Tsai [5] used invariant color 
spaces such as HSV, HSI, YCbCr, etc. for shadow detection. In 
this paper, C1C2C3 and HSI color models are used for shadow 
detection.  
C1C2C3 color model 
The C1C2C3 color model was first proposed in the year 1999 by 
Gevers and Smeulders, following which many researchers have 

used this model in various applications in image processing. 
Among the three channels, C3 channel has more shadow infor-
mation. RGB color space can be converted to C1C2C3 color model 
using the formula given below. 
 

                                                                (1) 

 

                                                                (2) 

 

                                                                (3) 

 
Here c1, c2 and c3 are the three chrominance components. Salva-
dor in 2004 [7] first used this model for moving cast shadow de-
tection. He first proposed that the c3 channel contains more shad-

ow information than the other two channels. But his method has 
many limitations. This technique produces false positives i.e., the 
non shadow pixels are falsely identified as shadow pixels when 
the intensity of a pixel is too high or too low or when the satura-
tion of the pixel is low [8]. Thus the shadow detection is low. 
The RGB color image is first smoothed using a median filter in 
order to remove the noise from the image. A neighbourhood of 
size 3x3 has been considered over which the median has been 

computed. This pre-processing step is essential to improve the 
accuracy of the results.  
 

(A) (B) 

  
  

(C) (D) 

  
Fig. 2: A) Original Image B) C3 Channel C) Shadow Detection Results D) 

Binary Output. 

 

From the above figure, it is clear that the output image using the 
C1C2C3 color model has many false positives and false negatives 
thus reducing the accuracy of the algorithm. To overcome the 
drawbacks of the C1C2C3 color model, the HSI color model is also 
considered. 
HSI color Model 
The RGB color space is transformed to the HSI color space using 
the formula given below [5]. 

 

                                                        (4) 
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                                                                            (6) 

 

Where  otherwise H becomes invalid as  becomes ∞ 

The C1C2C3 and the HSI images are fed as input to the Ant Colo-

ny Optimization (ACO) algorithm.  
Ant Colony Optimization 
ACO is an optimization technique which is based on the rummag-
ing nature of ants where the ants deposit a substance called pher-
omone on their way to search for food [9]. Initially, the ants move 
in a random fashion in search of food. When they come across a 
pheromone trail they tend to follow it, and they deposit their own 
pheromone along their path thus making the path more attractive 

for other ants to follow. When a new ant arrives it is likely to fol-
low the same path. 
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The pheromone matrix and the heuristic matrix are assumed to 
have the same size of the image (MxN). The pheromone matrix is 
initialized with an initial pheromone value. K ants are selected 
randomly and allowed to move in the image. The ants travel in an 
eight connected neighbourhood. The probability that ant would 
traverse a node depends on the pheromone value at that node and 
also the properties of shadow at that node. Here node denotes a 
pixel in the image. The possibility that an ant would travel from a 

node (i,j) to another node say (i,j+i) is given by the following 
equation. 
 

                                                   (7) 

 
In the above equation, Ω represents the [8] connected neighbour-
hood of the possible motion of the ants in the nth iteration. Usual-
ly, 4 connected or 8 connected neighbourhoods are considered, 

here an 8 connected neighbourhood has been taken.  repre-

sents the pheromone content at the node (i,j+1) and Ƞ stands for 
the heuristic data at the node (i,j+1). α and β are used to regulate 
the impact of the variables Ƞ and τ in the equation 7. When α is 

large, the ants are likely to follow the path that contains a higher 
trail of pheromone. When β value is large the pixel properties 
given by have a greater control over the path an ant is likely to 
follow. The properties of the shadow considered in this algorithm 
are intensity, hue and saturation. After each ant completes a tour, 
the pheromone matrix is updated. When all the ants have finished 
a tour a global update is made to the pheromone matrix depending 
on the best tour among all the ants [12]. This process is repeated 

for n number of iterations. After n iterations, the final pheromone 
matrix is thresholded using the threshold value obtained through 
Otsu’s method [10]. The binary images containing shadow regions 
obtained using the C1C2C3 image and HSI image are finally uni-
fied together using the AND operator to retrieve the binary shad-
ow image.  
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Fig. 3: A) Original Image B) Binary Image after Shadow Detection. 
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Fig. 4: A) Original Image and B) Binary Image after Shadow Detection. 

 

4. Results and discussion 

Precision and Recall parameters have been used for analysis of the 
shadow detection results. User’s accuracy, Producer’s accuracy 
and the Overall accuracy are evaluated for the output images [5] 
using the following metrics given in the table. 
The performance evaluation of the image in Figure 3 are given 
below in Table 1. 
 

Table 1: Performance Evaluation of the Image in Figure 3.A 

Producers Accuracy Users Accuracy Overall Accuracy 

 (%) (%)  (%)  (%)  (%) 

86.5 96.6 92 89.9 92.3 

 
The performance measurements of the image in Figure 4 are given 
below in Table 2. 
 

Table 2: Performance Evaluation of the Image in Figure 4.A. 

Producers Accuracy Users Accuracy Overall Accuracy 

 (%) (%)  (%)  (%)  (%) 
85.5 94.7 91 89.6 91.3 

 
Tables 1 & 2 show the accuracy of the proposed shadow detection 
technique for the input images in Figure 3 and 4. The results show 
that the proposed technique has a remarkable improvement in the 
accuracy compared to the previous techniques. 

5. Conclusions 

This paper presents an alternative approach to detecting shadows 
in satellite images. The invariant color models such as C1C2C3 
color model and HSI color model have been exploited for shadow 
detection. The two images are given as input to ACO algorithm to 
produce the respective shadow images which are then unified 

using the and operator to get the final output. Results show an 
improvement in the accuracy of shadow detection as compared to 
previous techniques. The algorithm performs quite well even for 
dark regions. 
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