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Abstract 
 
Financial forecasting has gained a significant attention among the researchers and investors.A cascade correlation neural network (CCNN) 
with principal component analysis (PCA) is developed for financial time series forecasting in this research work.In this paper, the PCA 
method is used to extract the vital components of the input data, and then the extracted features give the input to the CCNN to carry out 
the financial time series prediction.A comparison is made with conventional back propagation neural network (BPNN) and CCNN.The 

em-pirical result shows that the proposed prediction model demonstrates a superior performance in financial time series forecasting.For 
evalu-ating the performance of the proposed model, the empirical research is applied to well known stock market data sets such as S&P 
50 Sensex and Nifty 50. 
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1. Introduction 

The stock price prediction is one of the major issues in the finan-
cial time series analysis which is the deciding the factor of eco-
nomical position of the country.  In the earlier stages, the stock 
price prediction was done with the help of statistical prediction 
model including moving average (MA), autoregressive integrated 
moving average (ARIMA) [1] models, etc.  There is no linear 
configuration captured by such above statistical methods due to a 

relationship structure assumed in the time series datasets.  Recent-
ly, artificial neural networks (ANNs) model have been extensively 
used in the time series forecasting [2].  The ANNs models are able 
to approximate various nonlinearities in the data.  The major ad-
vantages of ANNs are the capability of their flexible nonlinear 
model, to grant a suitable mapping between input and output, and 
a data-driven model which is suitable for any empirical datasets 
[3]. 

In the literature, various neural network architectures have been 
developed in order to improve the performance of the prediction 
of the stock market price.  The back propagation neural network is 
the most powerful in solving neural network training algorithm 
which is widely applied to financial stock market prediction [4].  
However, the BPNNs algorithm have many weaknesses such as 
learning speed is low, take more computation time, falling into 
local minima, and etc,.[5].  Additionally, BPNN also easily falls 
into under fitting / over fitting due to the selection of the inappro-

priate hidden neurons in the hidden layer [6].  Hence, to avoid 
under fitting / over fitting of the neural network architecture, the 
cascade correlation neural networks is used in this paper for finan-
cial stock price prediction.  The cascade correlation neural net-
work (CCNN) is a famous constructive learning algorithm which 
is defining the architecture dynamically [7].  The CCNN algorithm 
is to establish the hidden neurons one by one to the network dur-
ing training process.The CCNN takes more computation time, 

slow convergence rate and produce low efficiency due to the high 

dimensionality of the data [8].  Hence, to overwrite the above 
mentioned shortcomings, the principal component analysis (PCA) 
is used as a dimensionality reduction model in this paper to reduce 
the dimensionality of the input data in order to improve the gener-
alization performance of the cascade correlation neural network.  
In this paper, the principal component analysis is integrated with 
cascade correlation neural networks for predicting stock price and 

the proposed method is to extract the principal components from 
the technical indicators of stock market data with the help of PCA 
then use the output of the PCA as the input for CCNN.  The pro-
posed PCA-CCNN method is to remove the redundant values of 
the original data and take away the correlation between the inputs. 
Main contributions of this paper are as follows:  

 To improve the quality of stock market data 

 To decrease the computational efforts 

 To avoid the over fitting of the neural network architecture 

 To improve the efficiency of the financial stock price pre-

diction 

2. Principal component analysis 

During the training process of neural network architecture, the 
learning algorithm can lead to high computation efforts due to the 
high dimensionality of raw data [9].  Therefore, there is chance for 

over fitting in learning algorithm that disturbs the efficiency of the 
solution.The principal component analysis is the most famous 
linear dimensionality reduction algorithms and a statistical method 
for extracting a lesser number of interrelated features from a large 
set of features [10]. 

The goal of the PCA is to find a set of ' 'k  orthogonal vectors in the 

dataset based on their variance.  In general, ' 'k  is the lesser di-
mension then the dimension of the original dataset with high vari-
ance, maintains most of the intrinsic information in the datasets 
and it can discard the feature which has low variance [11]. The 
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description of the every step of PCA algorithm is defined as fol-
lows 
Algorithm 1: Algorithm for PCA 

Step 1: Given a Dataset ( , ,...., )
1 2

X x x x
N

  , where i
x is the ith data 

points and N  is the total number  of data points. 
Step 2: Calculate the mean values for all data points as follows :  
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Step 3: Subtract the mean from all data points as follows, 
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Step 4: Calculate the covariance matrix as follows, 
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Step 5: Calculate the eigenvectors V and Eigen values  of the 

covariance matrix   . 

Step 6: Sort eigenvectors according to their Eigen values  
Step 7: Choose the eigenvectors that have the largest Eigen values 

{ , ,.... }
1 2

W v v v
k


and chooses eigenvectors represent the projection 

space of PCA. 

Step 8: All data points are projected on the lesser dimensional 
space of the PCA as follows,  
 

TY W D                               (4) 

3. Cascade correlation neural networks 

The cascade correlation neural network algorithm (CCNN) is the 
most popular supervised constructive learning algorithm [7, 12]. 
the advantage is to determine the size and topology ofthe architec-
ture of the CCNN dynamically instead of fixed size networks and 
its architecture shown in Fig. 1 [13].  Specifically, the CCNN 
architecture starts without hidden unit and then adds one by one 
according to the given performance principle is satisfied[8].  In 

CCNN algorithm, learning process commences without hidden 
unit, the direct connection made between input layer and output 
layer that are trained the whole training set to reach convergence 
as possible level [14].  After reaching the convergence level, there 
is no considerable error reduction happened then presents learning 
process is concluded.Consequently, the learning process starts 
with two phases such as input phase and output phase. 
First, learning process moves to the input phase to take on new 

hidden neuron.  To add the new hidden unit, the learning process 
of input phase is commenced with a new candidate unit that re-
ceives input signals from all input units and pre-existing hidden 
units.The learning process of input phase is to adjust weight to 
maximize the correlation between output of the candidate unit and 
the residual errors.  When the correlation value is improved, the 
learning process of input phase is stopped.  Correlation value is 
defined as follows  

 

( )( ))
,

C v v E Eoj j ii j
                                  (5) 

 

Where, i is the output of the networks at which error is calculated, 
thj  training pattern, ' 'v  is the output value of the candidate units, 

Eo is the residual error output at node ' 'o , ' 'v -is the value of ' 'v  

averages value of all patterns, 
Eo is the value of 

Eo averages over-

all patterns.The gradient value C is obtained as follows,  
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Where, i


 is the sign of correlation values, 
'a
j  is the derivative for 

thj  pattern. ,
I
m j is the candidate unit inputs which are received 

from the node m and 
thj  pattern. Finally, the present best candi-

date unit is added to the active network and its weights are frozen. 

A residual error is smaller than after adding the new candidate unit 
to the active network.  
Second, the learning process of output phase is started with ad-
justable output weights to reduce the error between actual and 
predicted output. In this stage, the output phase of weights only is 
adjusted and other weights are frozen. After completion of present 
learning process, network error is calculated, it may reach optimal 
error then learning process is terminated, otherwise the process is 

shifted to the input phase to recruit a new hidden unit. The afore-
said two phases of learning process is to be continued until it 
achieves better error or i reach maximum iterations. 
 

 
Fig. 1: Architecture of CCNN. 

4. Proposed PCA+CCNN prediction model 

The robustness of the proposed model is evaluated using two well 
known stock indices such as Nifty 50 and S&P BSE Sensex that 
datasets cover total 3350 trading days and the periods from Janu-
ary 3, 2005 to June 30, 2018. The datasets have obtained from 
NSE and BSE in financial websites. The overview of the proposed 
model is demonstrated in Fig. 2. In this research works, connec-
tion weights are initiated random values in the range between [-1.0, 
1.0], its error termination environment is set 0.0005. The original 

datasets are normalized into the range [-1.0, 1.0] as follows. 
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Where, 
' ',max min

X X
 is the minimum and maximum target value, 

X
i  

are the present actual input data, 
, ,max min
X X

 maximum and mini-
mum values of scaling factors such as 0, 1 respectively.The sig-
moid activation functions is used as activation function of both the 
input and output phase and it is defined as follows,  
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The performance of the PCA_CCNN is evaluated with the help of 

statistical methods such as Root Mean Square Error (RMSE), 
Mean Absolute Error (MAE),  
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Where, 

 ( )
t

i - Target value,  

 ( )
y

i  - Predicted output of ANN Predictors 

 ' 'N - Total number of data points 
The best performance of the neural network architecture is consid-
ered a smaller value of RMSE and MAE.The experimental results 
are conducted using MATLAB 2015. 
 

 
Fig. 2: Overview of the Proposed Prediction Model. 

4.1. Dimensionality reduction using PCA 

PCA is the most widely used dimensionality reduction method and 
it is identifying latent structure.  The advantage of the PCA is to 
describe to difficult multidimensional data with less PCs without 
losing expensive information [15].  Use the PCA method, to ex-
tract the principle component from the stock market data which is 

used as the input variable for the CCNN. 
The stock market data contains four variables such as open price, 
highest price, lowest price, closing price.  PCA produced principal 
components are ordered based on their variance values, then pro-
jected in the principal component and the component are trans-
formed to lower dimensional data, which provides input for the 
CCNN.  Here, two well known stock market indices are used to 
evaluate the performance of the proposed model. 
 
Table 1:Results of the Variance and Cumulative Variance of the Each 

Component for S &P Sensex Datasets 

Components Eigen Values Variance (%) 
Cumulative Variance 

(%) 

1 2.13535E8 99.98% 99.98% 

2 21329.08566 0.01% 99.99% 

3 11538.6572 0.01% 100.00% 

4 1704.915 0.00% 100.00% 

 
Table 2: Results of the Variance and Cumulative Variance of the each 

component for Nifty 50 Datasets 

Components Eigen Values 
Variance 

(%) 

Cumulative Variance 

(%) 

1 175906.74957 99.99% 99.99% 

2 13.66482 0.01% 100.00% 

3 4.21066 0.00% 100.00% 

4 2.61E-4 0.00% 100.00% 

 
After applying PCA for dimensionality reduction, the amount of 
features can be reduced according to its most of the variance of the 
data sets.  Table 1 shows the variance values of the S & P BSE 
Sensex, which is ordered according to their variance values and its 
graphical representation is shown in Fig. 3, whereas, Table 2 
shows details of variance values after applying PCA for Nifty 50 
and its graphical representation in Fig. 4.In both datasets, first two 

principle components are used as input variable for neural network 
predictor.  
 

 
Fig. 3:Variance Values of the Each Principal Component Features for 

S&P BSE Sensex. 

 

 
Fig. 4:Variance Values of the Each Principal Component Features for 

S&P BSE Sensex. 

4.2. Prediction using proposed PCA-CCNN 

The cascade correlation neural network is a famous constructive 
neural network architecture which has been applied to many ap-
plications.In CCNN algorithm, the weight adjustment is done with 
the help of Quickprop algorithm in both input and output phase. 
 

Table 3:Performance Results of the S &P BSE Sensex Dataset 

Model MSE MAE 

PCA-CCNN  0.0086 0.0059 

CCNN 0.0088 0.0064 

BPNN 0.0142 0.0106 

 
Table 4:Performance Results of the Nifty 50 Dataset 

Model MSE MAE 

PCA-CCNN 0.0064 0.0051 

CCNN 0.0090 0.0063 

BPNN 0.0092 0.0066 

4.3. Performance comparisons 

In order to evaluate the performance of the proposed PCA_CCNN, 
it is applied to well known stock market data such as S & P BSE 
Dataset and Nifty 50.  Similarly, we established BPNN, CCNN for 
comparing the performance of proposed model to predict closing 
index of the next coming trading day. 
The result of the S & P BSE dataset is shown in Table 4, the result 
of the proposed model achieved higher and exact values compared 
with CCNN and BPNN and its comparison results as a graphical 

representation shown in Fig. 5. 
In Table 5, the result of the Nifty 50 dataset is produced with 
higher prediction accuracy while using the proposed model the 
PCA_CCNN prediction algorithm.  Also, graphical representation 
of the Nifty 50 dataset is illustrated in Fig. 6.  Generally, in both 
stock market indices datasets, the proposed prediction algorithm 
has produced significant results such as high convergence speed, 
avoiding over fitting or under fitting compared with CCNN and 

BPNN. 
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Fig. 5:Performance Comparisons of Actual vs. Predicted Values for S&P 

BSE Sensex Dataset. 

 

 
Fig. 6:Performance Comparisons of Actual vs. Predicted Values for Nifty 

50 Dataset. 

5. Conclusion 

The accuracy of the prediction model has disturbed due to the high 
dimensionality of the stock market data sets.  The current research 
work proposes a method combining PCA techniques for dimen-
sionality reduction based on their variance with the CCNN method 
for developing the prediction algorithm to generate a stock index 
prediction for achieving high profit is discussed in details.  To 
further estimate the strength of the proposed method, two well 

known stock market data is involved.  The experimental result 
shows that the proposed method has enhanced results than con-
ventional CCNN and BPNN. 
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