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Abstract 
 
Web usage mining extracts user's behavior patterns from the internet. Behavior of web users services are monitored and controlled to 
authenticate the user identity and access. Several data mining techniques are presented to analyze the web user behavioral patterns. But 
complex activity pattern discovery is not performed to maintain the decision making. To improve the complex user behavior pattern min-

ing, Ensemble of Fuzzy K-Means with Logit Boost Clustering (EFK-LBC) technique is developed. EFK-LBC technique extracts the web 
user behavioral patterns from web logs. First, preprocessing is exploited to clean the unwanted data and select consistent web patterns 
from the original web log files. Next, fuzzy k means clustering technique is employed as a base learner to group the frequent  web user 
behavioral patterns based on the objective function. To improve clustering performance, Logit Boost clustering technique is designed to 
make strong cluster by combining the several base learners. Experimental evaluation of proposed EFK-LBC technique and existing 
methods are carried out with the web server log files. The results reported that the proposed EFK-LBC technique obtains high clustering 
accuracy of user identity with minimum time and space complexity. Based on the observations, EFK-LBC technique is more efficient 
than the existing methods. 

 
Keywords: Web usage mining; complex user behavior pattern mining; preprocessing; web log files; fuzzy k means clustering; objective function; Logit 

Boost Clustering; frequent behavioral patterns of web users. 

 

1. Introduction 

Web usage mining focuses on the determining of potential 
knowledge from the browsing behavioral patterns of the users.  
Web usage mining is the task by using various data mining tech-
niques to find out usage patterns (i.e. behavioral patterns) from 
web data. For different session, the group of similar activities 
performed by a user is grouped to find the user identity.  The dif-
ferent data mining technique are developed for frequent user be-
havioral patterns analysis. A Linear-Temporal Logic (LTL) Model 

Based Checking technique was introduced in [1] for discovering 
the more complicated behavioral patterns from Web logs. The web 
server logs include the information about users’ behaviour. The 
analysis of such information has concentrated on applying web 
usage mining techniques where a rather static classification is used 
to model users’ behaviour and the flow of the actions performed 
by them is not frequently considered. Also, this technique failed to 
analyze more behavioral patterns and to facilitate their automatic 

discovery. A cluster-based method, named MiND (Mining Neubot 
Data) was developed in [2] to discover groups of users with relat-
ed Internet activities. The large volume of captured data measure-
ments over time is used to verify whether the service received by 
the users is rational with the one of other users with the same sub-
scription or if there are anomalies. It is unable to discover some 
anomalous patterns in the web access performance that directs to 
reduce the user behaviour pattern detection efficiency. The MiND 

framework failed to effectively finds the frequent user behaviors 
with less complexity. A learning action pattern (LA-Pattern) was 
developed in [3] to determine the each user’s activities patterns 

taken from sequences of actions performed among a group of 
users. The learning actions were not predefined, which also limit 
the scale of the discovery of learning patterns. In [4], a statistical 
technique like classification, association rule mining discovery 
and statistical correlation analysis was carried out for determining 
the groups of web pages that are generally accessed by the web 
users. These web pages collection was not identify the user for 
web access control. An investigation of semantic information on 

the patterns generated in [5] for web usage mining in the form of 
repeated sequences. The investigation failed to analysis the more 
user behavior patterns. In [6], a hybrid sequence alignment meas-
ure (HSAM) was handled to discover the access patterns through 
distance estimation for clustering the user sessions.  The HSAM 
method failed to collect the frequent web pages accessed by the 
user for reducing the latency.   

Apriori algorithm and frequent-pattern tree was introduced in [7] 

for extracting frequent usage patterns of users from large data-
bases. But, the algorithm was not grouping the web frequent pat-
terns for user identification.  A Hybrid Markov model and Hidden 
Markov Model was developed in [8] to predict the list of web 
pages of user interest. The hybrid model has high complexity.   

An efficient approach was developed in [9] to create the user pro-
files for user identity.  The approach was not reduced the com-
plexity while identifying the user.  An online navigational behav-

ior prediction was presented in [10] with mining process namely 
session identification, navigational pattern discovery and online 
prediction. The performance of clustering time remained un-
solved.   

http://creativecommons.org/licenses/by/3.0/
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The above said literature provides the certain issues such as failed 
to analyze more behavioral patterns, high time and space complex-
ity, failed to group the frequent patterns for reducing the space 
complexity and so on. In order to overcome above said issues, an 
efficient technique called EFK-LBC is introduced. The contribu-
tion of the paper EFK-LBC technique is described as follows, 

An efficient EFK-LBC technique is introduced for web user iden-
tification and access control with high clustering accuracy with 

minimum time. The number of user behavioral patterns is collect-
ed from the server log files. Then preprocessing is done for re-
moving the redundant data from the extracted user behavioral 
information’s to reduce space complexity.  

The fuzzy k means clustering is applied to group the frequent web 
patterns accessed by the same user using distance measure. The 
minimum distance between web patterns and centroid are used to 
group the patterns. The logit boost technique is applied to increase 

the fuzzy k means clustering performance with minimum error. 
The base cluster makes a strong cluster by summing all base clus-
ters according to their weight value. As a result, the corresponding 
user ID is correctly identified with the help of IP address. This 
process increases the clustering accuracy with less false positive 
rate.  

The rest of this paper is ordered as follows. Section 2 briefly dis-
cusses the EFK-LBC technique with neat architecture and flow 

process diagram. Experimental evaluation of proposed and exist-
ing state-of-art methods are described with web server log files in 
section 3.  Section 4 provides the results and discussion of certain 
parameters with table and graphical representation. The works 
related to the research is described in section 5. Finally, Section 6 
provides the conclusion of the research work 

2. Ensemble Fuzzy K means with Logit Boost 

clustering for web user behavioral pattern 

mining 

Web usage mining is the discovery of user access pattern from 
web servers to verify the user identity. With the rapid growth of 
web user, the identity verification plays a vital role to access at-
tempt by the authorized user from internet. Web user behaviour 
pattern mining is a considerable way to detect the access behav-
iour of web users. During the user behavioural analysis, large 
number of user access patterns is available in web logs. A web log 

record contains user access patterns to reduce the time on handling 
the complex patterns. In order to handle relatively less number of 
patterns instead of dealing with more patterns in web log, cluster-
ing technique is employed for partitioning the patterns for user 
identification. In order to achieve such motivation, Ensemble of 
Fuzzy K-Means with Logit Boost Clustering (EFK-LBC) tech-
nique is introduced. The EFK-LBC technique is designed for user 
identification with the help of user behavioural pattern mining 

based on dynamic characteristics of web users. The architecture 
diagram of EFK-LBC technique for user behavioural pattern min-
ing is shown in Figure 1.The number of users is denoted as Us-
er1,User2,….,Usern to access the web services (i.e. internet). Based 
on the web access, the behavioural information about the web 
users are collected from server log files. The EFK-LBC technique 
includes two processes for user identification. Due to large volume 
of data on the web in the form of text, image, video, audio and so 

on. It is very hard to discover relevant patterns for a web user. 
Therefore, pre-processing is carried out in first step to clean the 
log files by removing the unwanted data to select standardized 
user patterns from the original log files for user identification. 
Followed by, clustering is applied for grouping the frequent user 
behavioural patterns.  EFK-LBC technique uses ensemble of fuzzy 
k means with Logit boost clustering to group the similar user be-
havioural patterns for identifying the user ID. Brief description 

about the EFK-LBC technique is presented in following sections. 

. 
Fig 1: Architecture diagram of EFK-LBC technique 

 

2.1. Clustering of frequent web user behavioral pat-

terns 

 
After pre-processing, an ensemble of fuzzy k means with logit 
boost clustering is applied to group the frequent web user behav-
ioural patterns (i.e. web patterns) for user identification. Web user 
behaviour is defined as the reliable observations of a sequence of 
actions performed by the same user under certain specified time 
interval (i.e. session).  The boosting is the ensemble of weak pre-
diction into strong for improving the clustering performance. 
Therefore, an ensemble of weak clusters are combined them into a 

final strong cluster to provide the final results. In EFK-LBC tech-
nique, the weak learner is considered as fuzzy k means clustering. 
The performance of fuzzy k means clustering is improved by ap-
plying logit boost ensemble technique. Generally, clustering is the 
procedure for grouping the patterns of web user within a group is 
similar to one another and dissimilar from the other groups. 
In figure 2, ensemble of fuzzy k means with Logit boost clustering 
is described. Let us consider the training samples as web user 

behavioural patterns Pi, i=1,2,3..n. The set of weak learner output 
is {h1,h2,h3,….ht }.  

 
Fig 2: Ensemble of fuzzy k means with Logit boost clustering 
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All the clusters are summed to obtain final strong cluster results 
for identifying user ID. Initially, base fuzzy k means clustering is 
described to obtain strong cluster results. 
Figure 3 demonstrates the flow process of fuzzy k means cluster-
ing to group the frequent web patterns accessed by the web user. 
The reason for choosing fuzzy concept is that it takes the impreci-
sion encountered when analysing real-life data. Thus, the user 
identity is provided with more information about the structure in 

the data. Based on the clustering results, the corresponding user is 
identified through IP address for access control. Let us consider 
‘n’ number of web user behavioural patterns Pi, i=1,2,3..n and it is 
partitioned into k number of clusters c1,c2, c3,….ck. The objective 
is to design a cluster for each web user behavioural patterns. 
Fuzzy k-means is a statistical method and determines soft clusters 
where a particular point fit into number of cluster with exact prob-
ability. Fuzzy k-means works on web user behavioural patterns 

which are represented in two-dimensional vector space and a dis-
tance measure is measured. 
 

 
Fig3 Flow process of fuzzy k means clustering 

 

Any data point (i.e. web user behavioral patterns) comprises coef-
ficients providing the degree in the kth cluster. By applying fuzzy 
concept, membership function is allocated to every data point 
related to each cluster centeroid on the basis of distance measure. 

The cluster centroid is the mean distance of every data points 
weighted by their degree of membership function. The fuzzy 
membership of each data point is measured as follows, 

                                 (1) 

From (1), wij denotes a fuzzy membership of each data points, Dij 
represents the Euclidean distance between the ‘ith’ data points and 
to their jth cluster centre. ‘l’ represents a fuzzifier measures level of 
cluster fuzziness. In general, membership functions that defines 
the value between 0 and 1. Depending on the fuzzy membership 

function, centroid of the cluster is defined for grouping the fre-
quent web patterns. Centroid is a mean distance of entire data 
points in a cluster. Therefore, the fuzzy cluster centroid is formu-
lated as follows, 

                                                  (2) 

  From (2),C_i denotes a fuzzy centroid of cluster and w_ij repre-

sents a membership function and p_i denotes web user behavioral 

patterns. The distance among the data points and cluster centroid 
is computed by using Euclidean distance measure. 

                                         (3)   

From (3), Dij denotes distance between cluster centroid and web 
patterns. Fuzzy k-means clustering is employed to cluster the fre-
quent web user behavioural patterns. Therefore, the fuzzy k-means 
clustering minimize the objective function (i.e. distance between 
cluster centroid and web user behavioural patterns). The argument 
of minimum function is used for reducing the objective function.   

                               (4) 

 From (4) the minimum distance between the centroid and web 
patterns is grouped into that particular cluster. The pattern which 
is close to the centroid is called as frequent patterns accessed by 

same web users. The web user is correctly identified by frequent 
pattern clustering analysis. Each web patterns is assigned to some 
cluster depending on distance measure. After that, cluster centroid 
is updated by taking the weighted mean of the entire web patterns 
in that cluster. This recalculation of cluster centres results in better 
clustering results. This process is continuous until there is no al-
teration in cluster centroid. After training the patterns with k-
means clustering, the EFK-LBC technique uses boosting tech-

nique to improve the performance of clustering. The output of 
strong cluster is a summation of weak learner which is mathemati-
cally denoted as, 

                                                                            (5) 

From (5),f denotes a strong cluster output and ht denotes a base 
learner output. Initialize the weight value to each base cluster. For 

each iteration, the weight of the cluster is normalized. During the 
cluster centroid updating, the overlapping the data points between 
clustered are occurred and it causes the error. Therefore, EFK-
LBC technique utilizes Logit boosting technique for selecting the 
base classifier with minimum error. Logit boosting technique min-
imizes the loss (i.e. error) which is expressed as, 

                                                                  (6) 

By applying logit boosting algorithm, logit loss (i.e. error) is 
measured as follows,   

                          (7)     

From (7), αE denotes an error of the base learner. After calculating 
the error, the cluster with the minimum error is selected. Then the 
cluster weight is updated. The weight of the cluster is increased if 

the web patterns are incorrectly clustered using base learner. The 
weight is decreases if the base leaner correctly clustered the web 
patterns. Therefore the weight is assigned according to the error 
value. Depending on the weight value, the strong cluster is con-
structed by combining the entire base cluster which is expressed as 
follows, 

                                                                       (8) 

From (8), δt denotes a updated weight of the cluster ht. The output 
of final strong cluster improves the clustering accuracy of frequent 
web user behavioural patterns with minimum time. From the clus-
tering results, the user is correctly identified through their IP ad-
dress.  

Algorithm 1 describes the algorithmic description of ensemble of 
Fuzzy k means and Logit boost clustering. For each web patterns, 

the number of cluster is defined and randomly selects cluster cen-
troid. Then the fuzzy membership and a centroid are measured. 
The Fuzzy k means clustering is used to group web user frequent 
patterns and updates the centroid. Then the algorithm verifies if all 
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the patterns are moved to group then the process is completed 
otherwise it is repeated. Moreover, the Logit boost clustering is 
applied to boost the base cluster into a strong for improving clus-
tering performance. By applying Logit boosting, the weight of 
base cluster is initialized. Train the patterns with base learner and 
error of base learner is computed. The base cluster is selected with 
minimum error and updates the weight value. Finally, all the base 
learners are summed with their weight value. Based on the cluster-

ing results, the user is identified effectively for access control in 
web server. 

Input: web server log, number of patterns 

 and number of cluster 

 

Output: Identify web user  

Begin 

1:  For each pattern  

2:  Define  number of cluster and randomly select cluster centroid 

3: Calculate the fuzzy membership based on distance using (1)  

4:  Calculate fuzzy centroid  using (2) 

5:  Compute Euclidean distance using (3) 

6:  Group the web patterns based on minimum distance using (4) 

7:  Update cluster centeroid and group the web patterns  

8:   Repeat the process step 3 to step 8 

\\ Apply logit boosting technique 

9: Initialize weight to all base clusters   

10: Calculate error using (7) 

11: Select base learner with minimum error using (6) 

12: Update the weight of cluster 

13: Combine all cluster with weight value using (8) 

14: Obtain strong clustering results  

15:  End for 

End 
Algorithm1: Ensemble of Fuzzy k means and logit boost clustering 

3. Experimental Settings 

An experimental evaluation of EFK-LBC technique is implement-
ed using java language. For the experimental consideration, 

(http://www.monitorware.com/en/logsamples/apache.php ) apache 
web log dataset is used for user identity and access control by 
clustering the web user behavioural patterns.  The dataset contains 
the column fields are user IP address, date, time, method (i.e. 
HTTP, GET), URL, response code, bytes. Based on these fields, 
the web user id is identified through the IP address by clustering 
the frequent web user behavioural patterns. Number of users is 
frequently access the web.  The information about users' behav-
iour is stored in the apache web server logs. Based on stored in-

formation in log files about the user, different activities are pre-
dicted that consider the various operations done by a web user in a 
session. The frequent user behavioural patterns are grouped to 
identify the particular user through user IP address. 

  
The performance of EFK-LBC technique is compared with exist-
ing linear-temporal logic (LTL) model based checking approach 
[1], MiND framework [2]. The efficiency of EFK-LBC technique 

is measured in terms of clustering accuracy, clustering time, false 
positive rate, space complexity. 

4. Results And Discussion 

Results and discussion of EFK-LBC technique is described in this 
section with various performance metrics such as clustering accu-

racy, clustering time, false positive rate and space complexity. 
With the help of these parameters, comparison between three 
methods namely EFK-LBC technique and existing LTL-based 

model checking technique [1], MiND framework [2].The compar-
ison results of three methods and their experimental results are 
explained.  

4.1 Impact of Clustering Accuracy 

 
Clustering accuracy is defined as the ratio of number of frequent 
web patterns is correctly grouped to the total number of behavioral 
patterns. The formula for clustering accuracy is formulated as 
follows, 

   (9) 

From (9), where ‘CA’ denotes a clustering accuracy and n’ signi-
fies a number of web patterns.  It is measured in terms of percent-
age (%). 

 

Table 1: Tabulation for clustering accuracy 

Number of 

web pat-

terns 

Clustering accuracy (%)  

EFK-LBC LTL-based model 

checking technique 

MiND 

framework 

20 80 61 72 

40 81 63 72 

60 82 65 73 

80 83 68 76 

100 86 70 78 

120 88 71 79 

140 89 73 80 

160 90 78 84 

180 94 80 89 

200 96 85 91 

 
Table 1 describes a clustering accuracy of three methods namely, 
EFK-LBC technique and existing LTL-based model checking 

technique [1] MiND framework [2]. The number of web patterns 
is taken as input for user identification. The number of web pat-
terns is varied from 20 to 200.  From the table value, the accuracy 
for clustering the web patterns is considerably improved using 
proposed EFK-LBC technique than the existing methods. Let us 
consider the web server log files for identifying the user logged 
activities belonging to the same user.  Based on logged activities, 
the user behavioral patterns are grouped for access control in Web 

based services. The user behavioral characteristics are grouped by 
applying ensemble clustering technique. An ensemble of fuzzy k-
means with logit boost clustering is applied. Here the base cluster 
is considered as a fuzzy k-means. This clustering is employed to 
group the web patterns which are frequently accessed by the same 
web user at a particular session. Initially, the number of cluster 
and cluster centroid are defined. Then the fuzzy membership func-
tion is assigned to web patterns and cluster center based on dis-
tance measure. Based on the distance calculation, the data point 

(i.e web patterns) which is close to centroid is grouped with high 
clustering accuracy. Furthermore, the performances of clustering 
results are increased by applying boosting technique. The weights 
of base clusters are initialized. Then the error of base learner is 
computed for each base learner. Followed by, the cluster with 
minimum loss function is selected. Finally, all the base clusters are 
combined along with their weight value. As a result, user behav-
ioral web patterns are correctly clustered. With the help of these 

clustered results, the corresponding user is identified.  Based on 
the above process, initially 20 web patterns are considered. Each 
user’s behavioral patterns are grouped through ensemble cluster-
ing technique and identify the user through their IP address. 
Therefore the clustering accuracy of proposed EFK-LBC tech-
nique is 80% whereas the clustering accuracy of LTL-based model 
checking technique [1] MiND framework [2] are 61% and 72%. 
Similarly, all the nine runs are carried out to obtain the compared 

performance results. As a result, clustering accuracy of proposed 
EFK-LBC technique is considerably improved by 22% and 10% 
when compared to existing LTL-based model checking technique 
[1] MiND framework [2] respectively. 
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4.2 Impact of Clustering Time 

 
Clustering time is defined as the amount of time required 

for clustering user behavioral web patterns. Clustering time 

is measured as follows, 

 

  (10) 

 

From (10), where CT denotes a Clustering time and ‘n’ 

indicates a number of web patterns. Clustering time is 
measured in terms of milliseconds (ms). Experimental re-

sults of Clustering time with three different methods are 

illustrated in figure 4.  

 

 
Fig 4: Performance results of Clustering time 

 
Figure 4 depicts the performance results of clustering time with 

respect to number of web patterns.  The number of web patterns is 
taken as input in ‘X’ direction and the clustering time is taken in 
‘Y’ direction. As shown in figure, the red color curve indicates the 
clustering time of EFK-LBC technique where blue color and green 
color indicates the clustering time results of LTL-based model 
checking technique [1], MiND framework [2] . From the above 
graphical representation, it is clearly evident that the clustering 
time using EFK-LBC technique is considerably reduced than the 

existing LTL-based model checking technique [1] MiND frame-
work [2]. 
The identification of user plays a significant part in behavioral 
biometrics to exhibit the uniqueness of the user.  With the growth 
of World Wide Web, large number of access events performed by 
the users was recorded in server log files.  In web, many users 
distribute, send, post and download lot of things from Web Sites, 
this manner very difficult to much organization for monitoring and 

controlling their access. Therefore, log files provided many events 
information according to user activities.  These log analysis used 
for identifying the user IP address by monitoring user’s behavior 
in web. The user is correctly identified with minimum time. This 
is achieved by grouping the user frequent access behavioral pat-
terns using ensemble of fuzzy k means and Logit boost clustering 
algorithm. The logit boost clustering algorithm effectively groups 
the web patterns by the means of combing all base clusters which 
is used to obtain from base fuzzy k means clustering. This process 

helps for EFK-LBC technique to reduce the clustering time in an 
effective manner. 
Let us consider the number of web patterns is 20, the clustering 
time of proposed EFK-LBC technique is 12ms and 14ms, 17ms of 
clustering time is obtained by using LTL-based model checking 
technique [1] MiND framework [2]. This shows the significant 
improvement of the proposed EFK-LBC technique. Similarly, 
nine various runs are performed for all three methods. Finally, 

comparison results of proposed and existing techniques are calcu-
lated. From the comparison results, proposed EFK-LBC technique 
improves the clustering accuracy with minimum time by 18% and 
29% than the existing methods.   
 

4.3 False Positive Rate  

 
False positive rate is defined as the ratio of number of web pat-
terns are incorrectly grouped to the total number of web patterns. 
The false positive rate is measured as follows, 
 

FPR= (Number of web patterns incorrectly grouped)/n*100 (11) 
 
From (11), FPR denotes a false positive rate and 'n’ denotes a 
number of web patterns. FPR is measured in terms of percentage 
(%). Experimental results of false positive rate with number of 
web patterns are illustrated in table 2. 
 

Table 2: Tabulation for False positive rate 

Number of 

web patterns 

False positive rate (%)  

EFK-LBC 

LTL-based model 

checking tech-

nique 

MiND frame-

work 

20 20 32 41 

40 23 35 44 

60 25 36 48 

80 29 38 50 

100 30 40 52 

120 32 44 53 

140 33 48 56 

160 34 51 58 

180 38 52 64 

200 42 57 69 

 

As shown in table 2, experimental results of false positive rate 
versus number of web patterns are described.  There are 10 differ-
ent runs are carried out to show the performance of proposed  
EFK-LBC technique and existing LTL-based model checking 
technique [1] , MiND framework [2]. From the experimental re-
sults it is clearly reported that the false positive rate of proposed 
EFK-LBC technique is considerably reduced than the existing 
methods. The LTL-based model checking technique [1] discovers 

different behavioral patterns that include activities presented by a 
user during a session. Depending on behavioral patterns analysis, 
it does not identify the corresponding web user for biometric iden-
tification. In addition, MiND framework [2] applied to find similar 
internet access performance of the user through cluster analysis. 
MiND framework was not correctly discovering the user ID who 
performs frequent access in web at a particular session.  In order 
to overcome such kind of problems, EFK-LBC technique utilizes 
efficient clustering technique to group the similar patterns and 

identifying the corresponding user identity.  The different user 
behavioral information’s are collected from apache server log files. 
The dataset contains the different user information such as user IP 
address, data, time, request field, URL, response code, bytes.  
Based on this information, the user frequent similar accessed web 
patterns are grouped with the help of fuzzy k means clustering. 
The distance among the web patterns and cluster centroid are em-
ployed to cluster the web patterns into those particular clusters.  

This clustering performance enhanced by applying boosting tech-
niques with the help of combining all base clusters to make a 
strong cluster.  The boosting technique calculates logit loss (i.e. 
error) for all base clusters. Based on error value, the weight for 
each base cluster is assigned. Finally, the weak cluster combined 
with their weight value to provide strong cluster results. This helps 
to minimize the false positive rate. As a result, the false positive 
rate of EFK-LBC technique is considerably reduced by 30% and 

43% when compared to existing LTL-based model checking tech-
nique [1], MiND framework [2] respectively. 
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4.4 Impact of Space Complexity 

 
Space Complexity is defined as the amount of memory 

space taken for storing the clustered web user behavioral 

patterns for user identification. The formula for measuring 

the space complexity is defined as follows, 

 (12) 

Space complexity is measured in terms of Kilobytes (KB).  

The graphical representations of the space complexity with 

number of web user behavioral patterns are illustrated in 

figure 5. 

 

 
Fig 5: Performance results of space complexity 

 

Figure 5 shows the performance results of space complexity ver-
sus number of web patterns.  The space complexity after cluster-
ing the user behavioral web patters are calculated for obtaining the 

efficient results. Figure 5 illustrates the space complexity of  EFK-
LBC technique and existing LTL-based model checking technique 
[1], MiND framework [2].  Initially, the web user activities are 
collected from server log files. After that, preprocessing is carried 
out for removing the unwanted web log data and considered the 
relevant user patterns from the original log files for detecting the 
user ID. This process reduces the amount of space complexity. 
Moreover, by applying the ensemble clustering technique, the user 

frequent behavioral patterns are clustered from the large volume 
of data collected from server log files.  This process takes mini-
mum storage space and reduces the complexity while maintaining 
the user behavior profile in web.  Let us consider the 20 web pat-
terns for conducting experimental process, the proposed EFK-
LBC technique obtains 10KB of space complexity whereas LTL-
based model checking technique [1] and MiND framework [2] 
attains 11KB and 14KB respectively.  Similarly, all the ten runs 

are performed and calculated the average comparison results.  
After performing the ten runs, the EFK-LBC technique signifi-
cantly reduced the space complexity by 12% and 22% when com-
pared to existing LTL-based model checking technique [1] MiND 
framework [2] respectively.  
From the above said discussion, the web user is correctly identi-
fied through clustering the user behavioral patterns with less com-
plexity 

 
 

5. Related Works   

 
A Markov model and Kth Markov model was developed in [11] 
for predicting the user’s web-browser behaviors. The markov 
model was not identifying the number of web patterns. A neuro-
fuzzy based hybrid approach was introduced in [12] for clustering 
the users having related browsing patterns into clusters. This ap-
proach failed to identify the user based on their clustering of simi-
lar user behavior patterns. 
A fuzzy approach was designed in [13] for clustering the human 

behavior activities using Levenshtein distance-based fuzzy C-
medoids (L-FCMd) algorithm. The algorithm was not increase the 
clustering performances. In [14], an algorithm was designed to 
analysis unobserved information contents in Log files and deter-
mining patterns in web server.  The algorithm was not analyzed 
more patterns visited by user and many others activities. 
A web usage mining technique was developed in [15] to find  
association  rules  which  is  used  for  pattern  analysis with the 

help of  RapidMiner  tool.  The technique does not find the exact 
user identity through clustering the frequent web patterns.  An 
effective Web service ranking approach based on collaborative 
filtering (CF) approach was developed in [16] by estimating the 
user behavior with their history to collect the potential user behav-
ior. The clustering of frequent similar user interested data was not 
carried out for user identification.   
The k means clustering algorithm was introduced in [17] for 

grouping the web users with the pattern of user navigation. This 
clustering algorithm failed to consider the effect of users’ naviga-
tion behavior during collaborative and sharing activities. K-means 
clustering algorithm was presented in [18] to make clusters 
through web pages accessed by targeted user and other users. The 
clustering algorithm was not considered memory employed to 
store the data. 
An enhanced approach of Gap-BIDE algorithm was developed in 
[19] for determining sequential user patterns in web log data. The 

Gap-BIDE algorithm failed for mining the closed gap constraint 
sequential patterns. A map reduced model was introduced in [20] 
for predicting the navigation patterns of web users to reduce the 
size of the input database. The model was not minimizes the space 
complexity. 

6. Conclusion  

An efficient technique called Ensemble of Fuzzy K-Means with 
Logit Boost Clustering (EFK-LBC) is introduced for grouping the 
similar user web patterns extracted from server log files. At first, 
the unwanted data are eradicated from the extracted patterns using 
preprocessing. Then the base clustering technique namely fuzzy k 
means is applied to group the frequent user behavioral web pat-
terns based on distance measure. The web pattern which is close to 

centroid is grouped correctly with minimum time. Then the fuzzy 
k means clustering is enhanced by applying Logit boosting tech-
nique. This boosting technique makes a strong cluster by summing 
the entire base cluster with their weight value.  The weigh value of 
cluster is assigned based on the error rate. As a result of similar 
web patterns clustering, the web user ID is correctly determined 
with minimum complexity. Experimental evaluations of proposed 
EFK-LBC technique and existing methods are conducted with 

sever log files. The performance results show that the proposed 
EFK-LBC technique significantly improves clustering accuracy 
and reduces the clustering time, false positive rate as well as space 
complexity than the state -of –the- art methods. 
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