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Abstract 
 

Background/Objective: This study is performed for predicting the blood sugar level by machine learning classifier techniques and 

identifies the best techniques among the techniques. Diabetes mellitus known as Diabetes caused due to increase in the blood glucose 

level. This will be impacting the pancreas and will be affecting the body beta cells. The beta cells play the major role in converting the 

glucose into energy. If the blood glucose remain undiagnosed for longer tenure, can cause various health complications like 

cardiovascular diseases neuropathy, nephropathy, organ failures and Eye disease. Diagnosing the sugar level in the earlier stage can help 

to prevent and control the health issues and save our life. Methods/Statistical Analysis: There are many classifiers already available in the 

computerized system. This analysis is to compare and identify the best classification technique between the classifier techniques like 

Naïve Bayes (NB), Decision Tree (DT), Support Vector Machine (SVM), Classification and Regression Tree (CART), K – Nearest 

Neighbour (K-NN) and C5. Findings: In 2017 the International Diabetes Federation had anticipated that 50% of the people in the world 

with the age group of 20 to 79 are not worried about their Diabetes and not aware that they may be impacted by Diabetes in near future. 

It also explained that 76.5% of Diabetic patients are from very low-income countries. These are not yet diagnosed if you really speaking 

that they don’t know that they have Diabetes. So, there is a need to diagnose and monitor the diabetes to support and help them to cure it. 

Keeping that in mind there are various classification techniques used to predict the diabetes. The main objective of this study is to make a 

comparative study and identify the best classifier which is consistent among the various datasets. The datasets used for this comparative 

study is University of California, Irvine machine learning repository (UCI) and PIMA Indian Diabetes Dataset. Application/ 

Improvements: In this study, the R-Studio application tool is used for developing and comparing the classifiers. 
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1. Introduction 

Data mining is the statistical methodology that applied in the large 

and complex data or database which involves the data clustering, 

data classification and discovers the hidden patterns. There are 

many researches happening in the Artificial Intelligence that tries 

to extract the hidden patterns in the Biomedical and Healthcare 

domains. The one of the major life killing disease is Diabetic, 

caused due to various factors, like the type of food that we eat, the 

changes in the life style, the time that we sleep, less physical 

activity and Family history. The Diabetes can be classified as 

three major types, they are Type I Diabetes, Type II Diabetes and 

Gestational Diabetes Mellitus. 

1.1 Type I Diabetes 

The Type I diabetes are caused by autoimmune reaction, meaning 

that the body immune system affects the beta cells. This affects in 

predicting the level of insulin. The major symptoms of the Type I 

diabetes are Abnormal Thirst and Dry Mouth, Sudden Weight 

Loss, Frequent Urination, Lack of Energy and Fatigue, Frequent 

Hunger and Blurred Vision. 

 

 

1.2 Type II Diabetes 

 

The Type II diabetes are common across all the people. Almost 

90% of the diabetes fall under this type. The Hyperglycaemiais the 

main reason for this type of diabetes. The body refuses to produce 

the adequate insulin is the cause for this type of diabetes. Mostly 

this type of diabetes will affect the older people, however now a 

day young adult and children also getting this type of diabetes due 

to change in life style and type of food that they eat. The 

symptoms of Type II diabetes are Excess Thirst and Dry Mouth, 

Frequent Urination, Lack of Energy and Tiredness, Blurred Vision 

and Numbness in Hand and Foot. 

1.3 Gestational Diabetes Mellitus (GMD) 

The pregnant women with increased in blood glucose level are 

classified under Gestational Diabetes Mellitus. Usually when 

women get pregnant second or more times this can happen. The 

babies born to the women having GMD have the higher chances 

of getting the Type II Diabetes.  

The Knowledge on diabetes help to identify the factors that can be 

used to cluster and classify the data from UCI and PIMA Indian 

Dataset. There are various Glucose meters available in the market 

that identify the glucose level using various classifiers.  

This study is to make a case study and compare the classifiers like 

Naïve Bayes, Support Vector Machine, Decision Tree, 
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Classification and Regression Tree, K- Nearest Neighbour and C5 

and identify the best and consistent classifier among them. 

2. Related Works 

Machine learning algorithms are used in various predictions like 

Heart attack, Tumour, Diabetes and Blood Pressure in health care 

domain. Artificial Neural Network (ANN) is helping to transform 

the medical diagnose through computer systems.  

✓ Classification of data 

✓ Recognizing the patterns 

✓ Eliminating the unwanted data 

2.1 Naïve Bayes Classifier 

This classification technique is based on the Bayes theorem, it is 

one of the inductive learning algorithm for data mining. In 2014 

Bum Ju Lee and Jong Yeol Kim made an analysis to identify the 

Type II Diabetes using the factor Anthropometry and 

Triglycerides. A detailed study has been made using eleven 

thousand nine hundred and thirty-seven subjects among those four 

thousand nine hundred and six subjects were male and seven 

thousand and thirty-one subjects were female in the age limit of 

31-80. To diagnose the Type II diabetes and Hypertriglyceridemia 

of all the subjects the factors used were Fasting Glucose Plasma 

(FGP) and Triglyceride (TG). The main objective of the study was 

to identify the relationship with the Hypertriglyceridemia Waist 

Phenotype and Type 2 diabetes and predict the relationship 

between the other phenotypes and Type 2 diabetes using the 

anthropometric measurement and Triglyceride for Korean Adults. 

The outcomes of the analysis explained that the 

Hypertriglyceridemia Waist phenotype was having the best 

association with the Type II diabetes even after making the 

necessary pre-processing on the site and age. 

2.2 Decision Tree (DT) 

This is one of the best classification used to make the decision. 

This works fast and derive the IF-THEN decision tree. The input 

will be any one of the factors like Age, Blood Pressure, Glucose 

Level, Insulin Dosage, Family History so on. The output will be 

the decision like Positive or Negative. The Decision Tree 

classification technique uses the classifiers like Classification and 

Regression Tree called as CART, the classification technique of 

C4.5, the QUEST known as Quick Unbiased Efficient Statistical 

Tree and the CHAID known as Chi-Squared Automatic 

Interaction Detector. In 2015 Ayush Anand and Divya Shakti used 

the CART algorithm to predict the diabetes with 75% accuracy. 

The blood pressure, eating junk foods, sleeping late hours, family 

history and less physical activity are the major factors used for the 

prediction. 

2.3 Support Vector Machine (SVM) 

In 2010 the authors of Nahla H Barakat, Mohamed Nabil 

HBarakat and Andrew P Bradley have used the machine learning 

classifier the Support Vector Machine called as SVM and have 

used the additional explanation module known as the Black Box 

Model. After the detailed analysis found that the prediction based 

on the accuracy and specificity as 94% and based on sensitivity as 

93%. 

3. Collection of Data 

There are lots of analysis done in predicting the diabetes. The 

related works also explained various classification algorithms used 

to identify the features that affects the blood sugar level. Before 

using the classification with or without applying the pre-

processing gives the accuracy with 70% to 80%. This practice 

includes the various techniques like Data Collection, Pre-

Processing, Clustering and Classification. 

In numerous analysis the authors were using various datasets like 

KHGES referred as Korean Health and Genome Epidemiology 

Study DB, Historical Electronic Medical Records (EMRs) from 

Canadian Primary Care Sentinel Surveillance Network 

(CPCSSN), University of California, Irvine (UCI) and PIMA 

Indian Datasets. The datasets from UCI and PIMA Indian datasets 

are reliable and many predictions has been made with the datasets.  

The main features used in the PIMA datasets are 

Number of pregnancy till date 

✓ BMI Known as Body Mass Index measured as Kg/m2 

✓ Skin Width or Fatness measured in mm 

✓ Oldness of the Patient 

✓ BP known as Blood Pressure measured in mm hg 

✓ Blood Glucose level (Based on 2 Hours Oral Glucose Test) 

✓ Serum Insulin – 2 Hours (mu U/ml) 

✓ Diabetes Pedigree Function (DPF) 

✓ The Result – 0 for Negative Result and 1 For Positive Result 

The sample dataset used for this study from PIMA is shown in the 

Fig 1 

 
Fig. 1: Sample PIMA Dataset 

 

Number of 

Pregnancy

Glucose 

Level

Blood Pressure 

(BP in mm hg)

Body Mass 

Index (BMI)

Fatness of the 

Skin

Serum Insulin 

2 Hrs (mu 

U/ml)

Diabetes 

Pedigree 

Function

Age of 

the 

Patient

Output Variable 

(0-Negative/1 

Positive)

1 189 60 23 846 30.1 0.398 59 1

5 166 72 19 175 25.8 0.587 51 1

7 100 0 0 0 30 0.484 32 1

0 118 84 47 230 45.8 0.551 31 1

7 107 74 0 0 29.6 0.254 31 1

1 103 30 38 83 43.3 0.183 33 0

1 115 70 30 96 34.6 0.529 32 1

3 126 88 41 235 39.3 0.704 27 0

8 99 84 0 0 35.4 0.388 50 0

7 196 90 0 0 39.8 0.451 41 1

9 119 80 35 0 29 0.263 29 1

11 143 94 33 146 36.6 0.254 51 1

10 125 70 26 115 31.1 0.205 41 1

7 147 76 0 0 39.4 0.257 43 1
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The control values of the subject and its Normal limit and Diabetes values used are shown in the Fig 2 

 
Fig. 2: The control values of the subject 

 

To handle the missing values of the attributes, we keep the values 

unchanged. In case the major attributes like Blood Pressure, BMI 

and DPF is zero or null the whole example will be removed. 

4. Pre-Processing Methods 

4.1 Discretize 

This method decreases the large attributes into small number of 

intervals and label them which are  

used in classification or association of the data complexity. This 

process can be executed through below major steps. 

✓ First sort the continuous values of the features to be 

discretized 

✓ Evaluate an interval to split 

✓ Merge the intervals of the continuous values 

✓ Stop the process. 

4.2 Principle Component Analysis 

With large volume of data the distribution of the matrix will be 

too large to study and understand correctly. So, we need to apply 

the correlation between the variables to consider. As the data are 

more projections than clatter, we need to remove the clatter data 

and new set of data to be used to improve the data variability. 

This is calculated using the covariance of the matrix X the dataset 

X =

(

 
 

X1
X2.
.
Xp)

 
 

 

 

The data variability is determined using the covariance of the 

matrix X using the formula  

𝐯𝐚𝐫(𝐗) =∑ =

(

 
 

σ1
2 σ12 … σ1p

σ21 σ2
2 … σ2p

⋮      ⋮    ⋱     ⋮
σp1 σp2 … σp

2

)

 
 

 

 

This can be used in the R-Studio program using the pre-defined 

function as below 

> 𝑐𝑜𝑣(𝐆𝐥𝐮𝐜𝐨𝐬𝐞, 𝐏𝐫𝐞𝐠𝐧𝐚𝐧𝐜𝐢𝐞𝐬)  
[1]    13.94713 

> ⃒   

5. Classification Methods 

5.1 Support Vector Machine (SVM) 

This is one of the most commonly used data mining algorithm 

which comes under the supervised learning. The major 

functionality and usage of SVM is, avoiding the overfit of the 

dataset and improves the correctness of the prediction techniques. 

This method separates the data using the linear hyperplanes such 

that the data space divided into segments and every segment 

contains only one attribute of data. Here the linear segments will 

be positive or negative. This can be used in where the data is non-

regulatory means that the distribution of data is unknown. We can 

use the SVM method available in the R-studio to predict the blood 

glucose. 

5.2 Naïve Bayes Classifier (NB) 

We also consider the Naïve Bayes classification using the same 

set of pre-processed and discretized data as input. This 

classification is one of the mountable classification algorithm. 

This will consider all the attributes as independent each other, so 

that it can evaluate the conditional probability. Assume that the 

PIMA dataset has M attributes and c class labels 

M= {m1, m2, m3…... mn} where n is the total number of datasets 

available in the PIMA Indian datasets. 

Then the Naïve Bayes conditional independence is derived using 

the formula  

P(M|C=c) = πn
i=1 P(Mi|C=c) 

As an alternative to calculate each combinations of M, Find the Mi 

given c. After the pre-processing data the prediction probability 

can be extracted using the R-Studio by the formula 

 

P(C|M) =P(C) πd
i=1 P(Mi |C) 

________________________ 

                 P(M) 

 

Sample R Program Shows the Summary of Naïve Bayes 

Classification 

 

Parameter
Diabetic value for 

men

Normal value 

for men

Diabetic value 

for women

Normal value 

for women

Body Mass Index 25 24 25.3 23.8

Oldness of the Patient 58.5 55.8 61.4 54.4

Fasting Plasma Glucose 138 93.4 141 91.2

Patient Weight 69 65 60 58

Circumference of Waist 89.9 85 88.3 83.59

Triglycerides 184.1 146.5 158.2 119.7

Number of time Patient get Pregnant - - >2 2

Hemoglobin A1c Test > 5.7% 4 - 5.6% > 5.7% 4 - 5.6%

Blood Pressure - Systolic >125 120- 125 >124 118-124

Blood Pressure - Diastolic >81 80-81 >78 76-78
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Fig. 3: Summary of Naïve Bayes classification using R 

5.3 Decision Tree 

The Decision Tree is one is also one of the best classification 

technique which can be applied with the pre-processed dataset 

along with the missing or errored dataset. The major steps 

involved in the Decision Tree for predicting the diabetes are 

• Find the base cases of the diabetes factor 

• Study each diabetic factor and find out gain 

• Find the factors that has the evidence gain 

• Allocate the factor as root node 

• Form the sub nodes as the children of the root node 

The R-Studio is used to construct the Decision Tree once the 

datasets are pre-processed. If the BMI is considered as the root 

node, the BMI value is greater than the threshold value then we 

predict as positive and if the BMI value is below the threshold 

limit then the prediction will be negative. 

The Confusion Matrix of DT Implementation is shown below 

 

 
 

After training the Decision Tree classifier with criterion as gini 

index, the confusion matrix received as below 

 

5.4 K- Nearest Neighbour (K-NN) 

The K-NN algorithm is the simple algorithm which supplies all 

presented cases and classifies new case by majority vote of its K 

neighbours. This technique converts the unlabelled data points 

into well-defined groups. 

Choosing the number of the nearest neighbour means finding the k 

value plays the important role in this classifier. The selection of 

the k value is the one determines how the dataset can be used to 

generalize the results of K-NN algorithm. If the k value is large 

which can give benefit of reducing the variance due to noisy data. 

In the Diabetic prediction we divide the data into two portions 

with the ratio of 65:35 here 65% are considered as training dataset 

and 35% are considered as test dataset. The major steps involved 

in the K-NN are 

✓ Collect the data 

✓ Prepare and explore the dataset 

✓ Normalize the dataset 

✓ Create Training and Test dataset 

✓ Training the model on the Diabetes data 

✓ Evaluate the model performance 

The KNN- Cross Table Implementation using R 

 

 



International Journal of Engineering & Technology 401 

 

6. Conclusion 

As part of this study a comparison will be made and identify the 

best classification technique which can predict the blood glucose 

with more accuracy. Here the R-Studio will be used, as it has all 

the classification methods considered for this study. Various pre-

processing will be applied in the PIMA Indian dataset and UCI 

dataset to pre-condition the data to compare the classifiers. This 

study will be applied in the various pre-conditioned datasets and 

identify the best features which cause for the blood glucose level 

increase. The same will be applied in various datasets to ensure 

the consistency of the result. 
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