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#### Abstract

The area of differential transform has been enjoying vivid growth recently, with a lot of emphasis on linear and nonlinear ordinary differential/difference equations. In this paper, we construct and prove new properties of differential transform; particularly, in the case of certain quotients of functions. We further presented interesting relations between the differential transform, the difference operator, and incomplete gamma functions. Numerical examples with encouraging results have been presented to illustrate the efficiency of the method.
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## 1. Introduction

In 1986, Zhou [23] introduced the differential transform method (DTM) as a new idea in solving differential equations. The differential transform method was further applied to obtain the solution of initial value problems, difference equations, and boundary value problems. The idea of DTM is based on the concept of Taylor [20-22], and it usually gets the solution in a series form. This method constructs an analytical solution in the form of a polynomial. It uses the form of polynomials as the approximation to exact solutions which are sufficiently differentiable. The DTM is an iterative procedure for obtaining Taylor series solutions of differential equations.
This paper is structured as follow. Section 2 discusses brief overview and some fundamental results of differential/difference transform. In section 3, we present the new properties of differential transform followed by its applications. Numerical example of well-known benchmark problem is presented in section 4. Finally, we present the conclusion and discussion in section 5 .

## 2. Preliminaries

This section presents some useful definitions of differential transform, incomplete gamma function, and difference operators.
Definition 2.1 [18]: If a function $f(x)$ is analytical with respect to $x$ in the domain of interest, then
$F(k)=\frac{f^{[k]}\left(x_{0}\right)}{k!}$.

The inverse differential transform of $F(k)$ is defined as:
$f(x)=\sum_{k=0}^{\infty} F(k)\left(x-x_{0}\right)^{k}$.
From (2.1) and (2.2), we have
$f(x)=\sum_{k=0}^{\infty} \frac{f^{(k)}\left(x_{0}\right)}{k!}\left(x-x_{0}\right)^{k} x_{x}$
Let $U(k), G(k)$, and $H(k)$ be the differential transforms of $u(x), g(x)$, and $h(x)$ respectively at $x_{0}=0$. Then, the main operations of the DTM is presented in Table 1.

Table 1: Differential Transform
Table 1: Differential Transform

| Original Function | Transformed Function |
| :---: | :---: |
| $u(x)=g(x)+h(x)$ | $U(k)=G(k)+H(k)$ |
| $u(x)=c g(x)$ | $U(k)=c G(k)$ |
| $u(x)=\frac{d^{\prime \prime} g(x)}{d x^{n}}$ | $U(k)=\frac{(k+n)!}{k!} G(k+n)$ |
| $u(x)=g(x) h(x)$ | $U(k)=\sum_{i=1}^{k} G(i) H(k-i)$ |
| $u(x)=x^{n}$ | $U(k)=\delta(k-n)$ |
| $u(x)=\exp (c x)$ | $U(k)=\frac{c^{k}}{k!}$ |
| $u(x)=\cos (\omega x)$ | $U(k)=\frac{\omega^{k}}{k!} \cos \left(\frac{k \pi}{2}\right)$ |
| $u(x)=\sin (\omega x)$ | $U(k)=\frac{\omega^{k}}{k!} \sin \left(\frac{k \pi}{2}\right)$ |

For further reference on differential transform and DTM see [8, 12-14, 17-18, 27].
The incomplete gamma function plays a vital role in differential transform. The following is the definition of the incomplete gamma function which is needed in this paper.

Definition 2.2 [11, 16]: For $\Re(s)>0$, the lower incomplete gamma function is defined as:
$\gamma(s, x)=\int_{0}^{x} t^{s-1} e^{-t} d t$,
and the upper incomplete gamma function is defined as:
$\Gamma(s, x)=\int_{0}^{\infty} t^{s-1} e^{-t} d t$
Clearly,
$\Gamma(s, z)=\Gamma(s)-\gamma(s, x)$
Moreover, $\gamma(s, x) \rightarrow \Gamma(s)$ as $x \rightarrow \infty$ and $\Gamma(s, 0)=\Gamma(s)$.
Proposition 2.1 [11, 16]: For $N=0,1_{v} 2_{v, \ldots}$

$$
\sum_{n=0}^{N} \frac{a^{n}}{n!} e^{a} \frac{\Gamma\left(N+1_{s} a\right)}{N!}
$$

Proof: By integration by parts

$$
\begin{gathered}
\Gamma(n+1, a)=\int_{a}^{\infty} t^{n} e^{-t} d t \\
a^{n} e^{-a}+\Gamma(n, a)
\end{gathered}
$$

Therefore,

$$
\Gamma(n+1, a)-n \Gamma\left(n_{v} a\right)=a^{n} e^{-a}
$$

Dividing both sides by $n \mathrm{l}$, we have

$$
\frac{\Gamma(n+1, a)}{n!}-\frac{\Gamma(n, a)}{(n-1)!}=\frac{a^{3 n} e^{-u}}{n!}
$$

Thus,

$$
\Delta \frac{\Gamma(n, a)}{(n-1)!}=\frac{a^{35} e^{-u}}{n!} .
$$

Taking the sum of both sides from $n=0$ to $N$ gives

$$
\frac{\Gamma\left(N_{v} a\right)}{(N-1)!}=\sum_{n=0}^{N-1} \frac{a^{n} e^{-a}}{n!}
$$

Consequently,
$e^{a} \frac{\Gamma(N+1, a)}{N!}=\sum_{n=0}^{N} \frac{a^{n}}{n!}$.
For more properties of the incomplete gamma functions, function integral, and their applications, please refer to [1-7, 9-11, 15-16].

Definition 2.3: Let $S(N)$ be the set of all complex-valued sequences over $N$ define

$$
\Delta: S(N) \rightarrow S(N)
$$

by

$$
(\Delta u)(n)=u(n+1)-u(n) .
$$

Table 2 is the forward difference operator for some functions.

Table 2: Differential Transform

| Original Function | Transformed Function |
| :---: | :---: |
| $f(n)$ | $(\Delta f)(n)$ |
| $c$ | 0 |
| $n$ | 1 |
| $n(n-1)$ | $n$ |
| $n(n-1)(n-2)$ | $3 n(n-1)$ |
| $(n) m$ | $m(n)_{m-1}$ |
| $a^{n}$ | $a^{n}(a-1)$ |

Here,

$$
(n)_{m}=\frac{n!}{(n-m)!}
$$

Also, the forward difference operator $\Delta$ satisfies the following proposition.

## Proposition 2.2

$$
\sum_{n=m}^{N}(\Delta f)(n)=f(N+1)-f(m)
$$

## Proof

$\sum_{n=m}^{N}(\Delta f)(n)=(\Delta f)(m)+(\Delta f)(m+1)+(\Delta f)(m+2)+\cdots+(\Delta f)(N-1)-(\Delta f)(M)$
$=(f(m+1)-f(m))+(f(m+2)-f(m+1))+\cdots+$
$(f(N+1)-f(N))$

$$
=f(N+1)-f(m)
$$

For further properties of the difference operators, see [19].

## 3. New Properties of Differential Transform and Its Application

The proposition (2.2) will allow us to solve differential equations by finding the differential transform via difference equations. For instance, Newton's Law of Cooling states that the temperature of a body changes at a rate proportional to the difference in temperature between its own temperature and the temperature of its surroundings.
We can therefore write

$$
\frac{d T}{d t}=k\left(T-T_{1}\right), T(0)=T_{0}
$$

where,
$T=$ temperature of the body at any time, $t$
$T_{1}=$ temperature of the surroundings (also called ambient temperature)
$T_{0}=$ initial temperature of the body
$k=$ constant of proportionality
Applying the differential transform to both sides will give

$$
(n-1) T(n+1)=k\left(T(n)-T_{1} \delta(n)\right) .
$$

This implies,

$$
(n-1) T(n+1)-K T(n)=-k T_{1} \delta(n)
$$

After simplification, we have
$T(n+1)-\frac{k}{n+1} T(n)=\frac{k}{n+1} T_{1} \delta(n)$.
Multiplying equation (3.1) by $\frac{(\mathrm{n}+1)!}{k^{n+2}}$ gives

$$
\begin{gathered}
\frac{(n+1)!}{k^{n+1}} T(n+1)-\frac{n!}{k^{n}} T(n)=-\frac{n!}{k^{n}} T_{1} \delta(n) \\
\Delta\left(\frac{n!T(n)}{k^{n}}\right)=-\frac{n!}{k^{n}} T_{1} \delta(n)
\end{gathered}
$$

Taking the sum from $n=0$ to $n=N-1, N \geq 1$ and using proposition (2.2), we get

$$
\begin{gathered}
\frac{N!T(N)}{k^{N}}-T(0)=-T_{1} \sum_{n=0}^{N-1} \frac{n!}{k^{n}} \delta(n) \\
\frac{N!T(N)}{k^{N}}-T(0)=-T_{1} .
\end{gathered}
$$

Thus,

$$
T(N)=\frac{\left(T_{0}-T_{1}\right) k^{N}}{N!} \text { for } N \geq 1
$$

Next, taking the inverse transformation, it becomes

$$
\begin{aligned}
T(t) & =T(0)+\sum_{N=1}^{\infty} T(N) t^{N} \\
& =T_{0}+\sum_{N=1}^{\infty} \frac{\left(T_{0}-T_{1}\right)}{N!}(K t)^{N} \\
=T_{0}- & \left(T_{0}-T_{1}\right)+\sum_{N=0}^{\infty} \frac{\left(T_{0}-T_{1}\right)}{N!}(K t)^{N} \\
& =T_{0}+\left(T_{0}-T_{1}\right) e^{k t}
\end{aligned}
$$

Another application of the difference equations is to find the differential transform of certain quotients.
For example, to find the differential transform of

$$
f(t)=\frac{e^{\mathrm{T}}}{2 t+1}
$$

This gives

$$
2 t f(t)+f(t)=e^{t}
$$

Considering the fact that if $h(x)=x^{m} g(x)$, then

$$
\begin{array}{r}
H(n)=\sum_{j=0}^{n} \delta(j-m) G(n-j)=G(n-m) \\
2 F(n-1)+F(n)=\frac{1}{n!} \\
F(n+1)+2 F(n)=\frac{1}{(n+1)!}
\end{array}
$$

Dividing both side by $(-2)^{n+1}$

$$
\frac{F(n+1)}{(-2)^{n+1}}-\frac{F(n)}{(-2)^{n}}=\frac{\left(-\frac{1}{2}\right)^{n+1}}{(n+1)^{!}}
$$

This becomes

$$
\Delta\left(\frac{F(n)}{(-2)^{n}}\right)=\frac{\left(-\frac{1}{2}\right)^{n+1}}{(n+1)^{n}}
$$

Taking the sum from $n=0$ to $n=N-1, N \geq 1$ and using proposition (2.2), we get

$$
\frac{F(N)}{(-2)^{n}}-F(0)=\sum_{n=0}^{N-1} \frac{\left(-\frac{1}{2}\right)^{n+1}}{(n+1)!}
$$

but for $F(0)=f(0)=1$, we have

$$
\frac{F(N)}{(-2)^{n}}-1=\sum_{n=1}^{N} \frac{\left(-\frac{1}{2}\right)^{n}}{n!}
$$

Therefore, for $N \geq 1$, we get

$$
F(N)=(-2)^{N}\left(1-1+\sum_{n=1}^{N} \frac{\left(-\frac{1}{2}\right)^{n}}{n!}\right)
$$

Thus, using proposition (2.1)

$$
\begin{aligned}
& F(N)=\frac{(-2)^{N} e-\frac{1}{2} \Gamma\left(N+1,-\frac{1}{2}\right)}{N!} \\
& \left\{\begin{array}{l}
F\left(x_{v}, \bar{x} r\right)=c(r), \\
\bar{F}\left(\underline{x}_{v}, \bar{x}, r\right)=\bar{c}(r) .
\end{array} \quad \forall r \in[0,1]\right.
\end{aligned}
$$

## 4. Results and Discussion

In this section, we solve an example of linear system of first order differential equations.

## Example 4.1

$$
\begin{align*}
& \frac{d x}{d t}=2 y(t)-x(t)  \tag{4.1}\\
& \frac{d y}{d t}=2 x(t)-y(t) \tag{4.2}
\end{align*}
$$

The above problem is a model for many applications in physics. We wish to find the differential transform for $x(t)$ and $y(t)$, using the properties of difference operator. Now, taking the differential transform of both sides, equations (4.1) and (4.2) are transformed into
$(n+1) X(n+1)=2 Y(n)-X(n)$.

After some simplification, we get

$$
\begin{aligned}
& X(n+1)+\frac{X(n)}{n+1}=\frac{2}{n+1} Y(n) \\
& Y(n+1)+\frac{Y(n)}{n+1}=\frac{8}{n+1} X(n)
\end{aligned}
$$

Multiplying both side by $(-1)^{n+1}(n+1)$ ! gives
$(-1)^{n+1}(n+1)!X(n+1)-(-1)^{n} n!X(n)=2(-1)^{n+1} n!Y(n)$
$(-1)^{n+1}(n+1)!Y(n+1)-(-1)^{n} n!Y(n)=8(-1)^{n+1} n!X(n)$.
This implies

$$
\begin{aligned}
& \Delta\left((-1)^{n} n!X(n)\right)=2(-1)^{n+1} n!Y(n) \\
& \Delta\left((-1)^{n} n!Y(n)\right)=8(-1)^{n+1} n!X(n),
\end{aligned}
$$

Let $z(n)=(-1)^{n} n!X(n)$ and $w(n)=(-1)^{n} n!Y(n)$.
The resulting system is

$$
\begin{aligned}
& (\Delta z)(n)=-2 w(n) \\
& (\Delta w)(n)=-8 z(n) .
\end{aligned}
$$

These equations can be re-written in matrix notations as $z(n)$ and $w(n)$.

$$
\binom{z(n+1)}{w(n+1)}=\left(\begin{array}{cc}
1 & -2  \tag{4.5}\\
-8 & 1
\end{array}\right)\binom{z(n)}{w(n)} .
$$

Let $\vec{Q}(n)=\binom{z(n)}{w(n)}$. Then, $\vec{Q}(n)$ satisfied the system

$$
(\Delta \vec{Q})(n)=\left(\begin{array}{cc}
0 & -2 \\
-8 & 0
\end{array}\right) \vec{Q}(n)
$$

As a matrix of $\left(\begin{array}{cc}0 & -2 \\ -8 & 0\end{array}\right)$ has eigenvalues 4 and -4 with corresponding eigenvectors $\binom{1}{-2}$ and $\binom{1}{2}$ respectively.
Let $a(n)$ and $b(n)$ be

$$
\begin{gather*}
\binom{z(n)}{w(n)}=\left(\begin{array}{cc}
1 & 1 \\
-2 & 2
\end{array}\right)\left(\begin{array}{cc}
0 & -2 \\
-8 & 0
\end{array}\right)\binom{a(n)}{b(n)} \\
\binom{z(n)}{w(n)}=\left(\begin{array}{cc}
-8 & -2 \\
-16 & 4
\end{array}\right)\binom{a(n)}{b(n)} .  \tag{4.6}\\
\left(\begin{array}{cc}
-8 & -2 \\
-16 & 4
\end{array}\right)\binom{(\Delta a)(n+1)}{(\Delta b)(n+1)}=\left(\begin{array}{cc}
0 & -2 \\
-8 & 0
\end{array}\right)\left(\begin{array}{cc}
-8 & -2 \\
-16 & 4
\end{array}\right)\binom{a(n)}{b(n)}
\end{gather*}
$$

Therefore,

$$
\binom{(\Delta a)(n+1)}{(\Delta b)(n+1)}=\left(\begin{array}{cc}
-4 & 0 \\
0 & 4
\end{array}\right)\binom{a(n)}{b(n)}
$$

Thus,

$$
a(n+1)=-3 a(n) \text { and } b(n+1)=5 a(n)
$$

This gives

$$
\frac{a(n+1)}{(-3)^{n+1}}=\frac{a(n)}{(-3)^{n}} \text { and } \frac{b(n+1)}{5^{n+1}}=\frac{b(n)}{5^{n}}
$$

Hence,

$$
\Delta\left(\frac{a(n)}{(-3)^{n}}\right)=0 \text { and } \Delta\left(\frac{b(n)}{5^{n}}\right)=0 .
$$

Therefore,

$$
a(n)=c_{1}(-3)^{n} \text { and } b(n)=c_{2} 5^{n}
$$

Using (4.6), we have

$$
z(n)=-8 C_{1}(-3)^{n}-2 C_{2} 5^{n} \text { and } z(n)=-16 C_{1}(-3)^{n}+4 C_{2} 5^{n}
$$

Hence, using (4.3) and (4.4)
$X(n)=\frac{-8 C_{1} 3^{n s}}{n!}-\frac{2 C_{2}(-5)^{r s}}{n!}$ and $Y(n)=\frac{-16 C_{1} 3^{3 s}}{n!}+\frac{4 C_{2}(-5)^{n s}}{n!}$.
Finally, we obtain

$$
\begin{gathered}
x(t)=-8 C_{1} e^{a t}-2 C_{2} e^{-5 t} \\
y(t)=-16 C_{1} e^{a t}+4 C_{2} e^{-5 t}
\end{gathered}
$$

## 5. Conclusion

Differential transform is an important tool for solving differential equations. One of the tools to be used, especially for quotients, to find the differential is the difference operators. Thus, in this paper, we investigated the performance of new properties of the differential transform, studying their efficiency on some problems. Numerical result was presented to illustrate the practical performance of the proposed scheme.
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