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Abstract 
 
Data mining is one of the drastically growing research fields in data analysis. Data is generated on a person, object, element, label in 
terms of time, days, months, years. Although ample algorithms currently exist for high-speed data streams, they fail to efficiently scale 

up the data when the data size is large. In this paper, an algorithm is proposed to perform clustering for high-speed data streams using 
Modern Very Fast Decision Tree (MVFDT) model. It replaces the old decision tree model by clustering to enhance its accuracy. MVFDT 
takes clusters based records in the database and compares with other cluster of records if any relationship among the records. MVFDT 
reads a model for clustering which is similar in accuracy of Very Fast Decision Tree (VFDT). In VFDT, new samples are arrived every 
time for a moving window. But the result of VFDT does not provide satisfactory in terms of data scalability, i.e., large in volume. 
MVFDT incorporates three different functionalities such as dynamic tree formation, windowing based clustering and classification for 
calculating the Frequent Pattern (FP) and query process. Experiments are carried out by using large set of time-series and time-changing 
data streams to compare the clustering and mining efficiency of MVFDT. Experiment results seem to prove that MVFDT model provides 

more mining efficiency than VFDT. 
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1. Introduction 

In the present global technological society, massive streams of 

data are being generated. These databases are very rich in han-
dling information for decision-making. Most of the organizations 
hold gigantic databases process millions of data in a single day. 
An ordered sequence of transactions that arrives timely is called as 
time series data stream [1,2]. Mining these data streams involves 
unique opportunities and also brings forth new challenges. Effi-
cient algorithms are available today to dissolve these issues. These 
algorithms peculiarly concentrates on database mining which does 

not fit in main memory but sequential scanning of the disk may be 
required.  
Time, memory and sample sizes are the three resources that re-
strict the knowledge based systems. All these factors are opti-
mized more by clustering the data. Data stream mining techniques 
are suitable for structured and simple data sets like relational, 
transferring databases, data warehouses, etc. Since the stream 
mining algorithms [3-5] need to cope up with availability and 

adaptability of data due to high fragile nature of data and it is con-
sidered as one of the challenges posed by data mining [6,7]. In 
general, the data mining process analyses the data using clustering 
as well as different prospectus and merging them into useful in-
formation [8]. The characteristics of the data are adapted to the 
updating mechanism in the form of data stream. With the broad 
applications in the development of the technology, the data stream 
bounded to a universal method. Data stream is widely applicable 
in the transactions in big supermarkets, satellites and on-line data 

of real time applications with internet basis. The traditional algo-

rithms lead to heavy loss of information and they are also not able 

to mine from the on-line data environments. The storage of data 
also seems to be very difficult. Thus, efficient mining has to be 
introduced to overcome these issues. One of the techniques in the 
mining process is decision tree model. They have the ability to 
produce the readable descriptions in the dataset. Decision tree 
algorithm is used for both discrete and numerical attributes. This 
model has the anti-noise capability in an efficient manner. This 
helps in improving the accuracy of the classification of the deci-

sion tree and further benefits the reduction of decision tree in 
whole scale.  
There are many decision tree algorithms prevail for the data min-
ing process such as Very Fast Decision Tree (VFDT) with discrete 
attributes and VFDTc with numerical attributes for clustering and 
classification [9]. But they have certain disadvantage when they 
are applied to highly dimensioned attributes, such as difficult to 
process the data at large volume, enhances multiple passes and at 

sometimes it gets only one chance in processing of the data. Tem-
poral data is considered for algorithm designed for data stream 
mining that follows instructions with one pass of data. Speed min-
ing algorithms are designed in order to evaluate the underlying 
data carefully but they are not feasible to manage the order of the 
data items during arrival. Therefore the feasibility to save a stream 
in its entity is a difficult task. 
In this paper, how the dynamic random decision tree algorithm 
helps to enhance the clustering performance of data in terms of 

virtue of time, accuracy and anti-noise capability are clearly ex-
plained. Random decision tree is a heuristic method to compute 
the information gain and also to obtain the threshold value of at-
tributes with minimum number of split examples. Classifier esti-
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mates tree leaves rate of error in the classification and it is applied 
at leaves of tree to test the data such that the created decision tree 
is dynamically adjust the height of the tree. Section 2 details on 
the present status. Section 3 discusses the existing VFDT algo-
rithm. Section 4 illustrates the proposed algorithm. Section 5 de-
picts the results and discussion. The last section concludes with 
experimental results.  

2. Present Status 

To extract large number of interpretable features from time-series, 
a feature-based approach is introduced to classify time-series data 
which utilizes a broad database of algorithms [10]. These features 
are derived as far as their correlation structure, dissemination, 
stationary and scaling properties to upgrade the scope of time-

series models from the scientific time-series analysis. For every 
time-series, most informative of the class structure is selected 
from thousands of features in a training set with the help of greedy 
forward feature selection in addition with linear classifier. Having 
the limited time-series properties, feature-based classifiers are 
used to study the variations between classes and deceive and also 
compute the distance between time-series. This product is set as 
self-determining training data set. The drawback for instance-

based classification is that the process need not require training 
data to be fetched into memory. Without requiring any sphere of 
influence on the generated or measured data, the pertinent features 
are learned repeatedly from the labeled structure of the data set 
and allow the classifiers become accustomed to the data. The clas-
sification of time-series data stream is fast with better efficiency as 
compared with instance-based classification [10]. The same meth-
odology is attempted directly to time-series data having different 

lengths and orders of magnitude. The limitation of this method is 
that the entire data set would be taken as input for the decision tree 
algorithm. 
There are three limitations on traditional cluster ensemble ap-
proach. The traditional approach does not require the prior under-
standing of the data sets. When handling high dimensional data, 
most of the conventional cluster ensemble methods do not acquire 
reasonable results and all the ensemble members are considered. 
Yu et al. [11] proposed an incremental semi-supervised clustering 

ensemble framework (ISSCE) to tackle the drawbacks of conven-
tional cluster ensemble approaches. To sensibly eliminate the 
redundant ensemble members, a local cost and a global cost func-
tions, an incremental ensemble member is appropriately designed. 
The normalized cut algorithm is adopted to serve as the accord 
function to provide the solution with high stability, robustness and 
accuracy. Then the newly designed similarity function is adapted 
to measure of match between two sets of attributes in the sub 

spaces. Finally, non-parametric tests are used to compare multiple 
semi-supervised clustering ensemble methods over different data 
sets.  
Cluster becomes a well-known task related with time-series. Due 
to the availability of large amount of time-series database and its 
time complexity, different options are used to combine for the 
measurement of distance, parameter designing and clustering algo-
rithm [12]. For this purpose, a set of pertinent features are de-

scribed in every time-series database and measure one distance 
over another. The proposed solution includes the pair of series 
with a high sufficient association and affords the mean of the 
complete log values as an estimate. The first technique is a mov-
ing average filter that measures the noise level of a time-series 
database. In this approach, a fixed-sized window is used and every 
point is substituted with the mean of window values. Shift features 
are introduced and its characteristics are defined as quite expen-

sive to compute while working with bulk databases. To reduce the 
computational cost, the time-series database can be sampled since 
only the general statistics features are calculated. Meanwhile, the 
applicability of the proposal can be enhanced by minimizing the 
number of parameters related to performance of the characteristics. 

It is clear that the relationship between the databases characteris-
tics and the parameters that describe each distance would be help-
ful for the choice of a distance measure. 
Existing survey of feature selection algorithms for classification 
and clustering and its results are compared with parameters such 
as data mining tasks, framework based on search strategies and 
evaluation criteria [13]. The search starts with an unfilled set or 
filled set or both. Features are added (i.e., forward) consecutively. 

If it is empty set, features are removed (i.e., backward) successive-
ly or add and remove the features in the same time (i.e., bidirec-
tional) at both the ends. Therefore, different strategies have been 
explored: complete (according to the used evaluation criterion, the 
optimal results are found), sequential (presence of a threat of los-
ing optimal subsets as it swears out completeness), and random 
search (similar algorithms are clustered and their merits and de-
merits are investigated on the same platform.  

Mining data streams at real-time signifies one of the finest Wire-
less Sensor Network (WSN) solutions than other machine learning 
techniques. To handle the missing data a stream mining algorithm 
is intended [14]. An experimental outcome of mock and real-life 
data shows that the mining algorithm is better than the conven-
tional algorithms. The mining algorithm and an auxiliary control 
make the data mining model to ease the problems of data imper-
fection in WSNs. The data mining algorithms are applied unremit-

tingly as the segmented data stream. The sliding window width is 
the length of each data segment. A complete segment enters the 
VFDT during each window period. The attribute values are con-
sidered to appear in synchronization with various sensors and 
sinks of clusters. Each record is appended with a unique time 
stamp and it increases in regular intervals. During the test-and-
training process of VFDT the values of complete attributes of the 
identical record are used simultaneously. In WSNs, it is important 
to monitor the influence of noisy or corrupted data or irregular 

data stream patterns on data stream mining. 
An enhanced very fast decision tree (EVFDT) is the improved 
version of VFDT [15]. It varies from the existing algorithms on 
the basis of classification accuracy, tree size, memory, and time. 
To find the attacks in sensor network, EVFDT is applicable. In 
EVFDT, a decision tree model algorithm is applied at the victim 
node. It is proficient to handle corrupted data and detect a Distrib-
uted Denial of Service (DDoS) attack effectively with greater 

accuracy. It permits the legitimate requester to use the resources 
with less false alarm rate. EVFDT achieved classification accura-
cy of about 96.5% with 0% noise and 81.5% with 20% noise in 
dataset. DDoS recognition techniques simulation experiments are 
carried out to generate attack traffic for evaluation. In high speed 
data mining, heuristics approaches provide better efficiency 
whereas, it fails providing efficiency on dynamic abundant high 
speed data streams. This pave a way to design and develop a new 

algorithm for high speed data streams mining. 

3. Existing VFDT Algorithm 

A sample problem is defined in VFDT [11] algorithm as follows: 
A set of input data stream is taken as N-sample, having a set of 
entities in the form of (x,y). Here, y is defined as a set of discrete 

Frequent Pattern (FP) label, where x symbolizes the vector of A 
attributes. The main objective is to generate a function from the 
above N-sample y = f(x), which can predict the FP y for future N-
samples of x with high accuracy. For example x could be of stu-
dent’s records, and y will be the decision to invite them for Award 
functions. Among all the classification methods, decision tree 
learning is the most effective and widely used in data mining re-
search. Here, each node in the tree is assigned with an attribute 

and test function. The possible outcomes from the node are con-
sidered as the branches. An entire leaf node consists of a FP for 
prediction. While considering the FP, y=DT(x) is obtained by 
comparing their attributes from the bottom (root) to the top (leaf) 
by investigating the suitable attributes in the branches. This is 
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followed by replacing each leaf by test node starting from root. 
The attributes of each node is tested and selecting the common 
best attribute among entire nodes in the tree. This best attribute 
helps to learn and mine the relevant FP in the high speed data 
streams using any heuristic approaches. Selection of the best at-
tribute is applied on every training sample with each split.  
 

VFDT Algorithm: 

Input Parameters: 
S : Input data stream 
A : Set of all attributes 
G(·) : Divide function 
δ : One minute to determine the correct attribute 
τ : Threshold value 
     : Number for verifying the growth 

Output Parameters: 
DT : Decision Tree 

 
Function VFDT (S, A, G, δ, τ) 

 

Assumptions: 
Step-1: DT is a tree having a single leaf l1[as the root]  
Step-2: A1 = A∪ {A0} 

Step-3: Ḡl(A0) be the Ḡ fetched by predicting the most FP (Fre-
quent Pattern) S. 

 

Procedure: 

For each FP in yk, for each value xij of all the attributes Ai ϵ X. Let 
nijk(l1) = 0 
for every sample (x,y) in S 
sort(x,y) into a leaf l using DT 
for each xij in A such that Ai ϵ A  
Increment nijy(l) and label all major FP among samples observed 
so far at l 
Let n1 is the number of samples seen at l. 

If the samples seen so far at l do not belong to the same FP and n1 
mod nmin is 0, then 
  Calculate Ḡl(Ai) for each attribute Ai ϵ A - {A0} 
by counting nijy(l). 
Aa is the attribute with highest Ḡl  
Ab is the attribute with second highest Ḡl 

Compute    
      

 

 
 

  
  

∆Ḡl = Ḡl(Aa) - Ḡl(Ab) 
If ((∆Ḡl > ε) or (∆Ḡl ≤ ε < τ)) and Aa ≠ Ab, then replace l by an 
internal node the divides on Aa 
for every  split’s branch, add a new leaf lm, and let Am = A – {Aa} 
Let Ḡm(A0) be the Ḡ achieved by forecasting the most FP at lm 
for each FP yk and each value xij of all attribute Ai ϵ Am - {A0}, let 

nijk(lm) =0 

Return DT. 

3.1. Description 

To determine the size of the sample data required for each deci-
sion in experimental evaluation, VFDT utilizes a range (R) for all 
random values. Also, the computed mean should satisfy the equa-
tion (1). 

 

   
      

 

 
 

  
          (1) 

 
where, R is the Hoeffding bounds [8], n is the number of samples, 
1 - δ is the confidence factor. The generated observations are true 

regardless of the probability distribution. Let G(Ai) be the heuristic 
measure used for selecting the test attributes. After fetching n 
samples at the leaf node, the Aa be the attribute with the heuristic 
measure and Ab be the attribute with second best. ∆Ḡl = Ḡl(Aa) - 
Ḡl(Ab) is the random variable, the difference among the experi-

mental heuristic values. Verifying the Hoeffding bound with ∆Ḡ > 
ε and Ḡl(Aa) is greater than zero, then select Aa is the split attribute. 
nijk is the count for computing heuristic measures. The above 
VFDT algorithm given is only for symbolic attributes, we can also 
utilize it for the numerical attributes. The value of S may be infini-
tive, means the function never terminates and the sub procedure 
running parallel can predict the DT as the current tree to make FP 
predictions. 

VFDT cannot provide accurate solution while the data becomes 
abundant and the computation cost, speed and split data become 
problematic. Also, the results remain unchanged in RAM, due to 
abundant data. In VFDT, the comparison is applied only for the 
first time data samples in the split attribute of a given node. Thus, 
VFDT is not efficient for dynamic data with dynamic attributes. In 
order to overcome the drawbacks mentioned above, here we pro-
posed a Modified-VFDT algorithm which provides better perfor-

mance in terms of scalability, time, dynamic attribute verification, 
execution time and cost.  

4. Proposed MVFDT Algorithm 

Modified Very Fast Decision Tree (MVFDT) is the modified form 
of VFDT algorithm which detects and responds to the dynamic 

nature of the data in terms of attributes in the tree. Clustering is 
applied on the attributes to improve the efficiency of the data min-
ing. The old VFDT method is applied and utilized for the first 
time data processing in MVFDT. Then it is extended by adding a 
sliding window to learn the attributes of the new samples when a 
new data comes. Each time the new data is entered, MVFDT calls 
the clustering function dynamically and the new data is persisted 
in the appropriate cluster in terms of their attributes. If it finds a 

new attribute or new entity on the data, it updates the attribute list 
A, by increasing the counts and creates a new cluster. The new 
labels, attribute and FP are added each time a new data comes 
dynamically. Whenever the attribute of the newly arrived samples 
has high accuracy, then it replaces the old one. Dynamic clustering 
is one of the main added advantages in MVFDT. The pseudo code 
for MVFDT is given below and describes the entire functionality.  
 

Assumptions: 

Step-1: DT is a tree having a single leaf l1[as the root]  
Step-2: A1 = A∪ {A0} 

Step-3: Ḡl(A0) be the Ḡ fetched by predicting the most FP (Fre-
quent Pattern) S. 
Step-4: New(l) be the new attribute for l and it is empty in the 
beginning. 
Step-5: W is the sliding window and it is empty initially. 
Step-6: AA be the data differently [new] entered into MVFDT. 

 

Procedure: 
For each FP in yk, for each value xij of all the attributes Ai ϵ X. Let 
nijk(l1) = 0 
for every sample (x,y) in S 
sort(x,y) into a leaf l using DT 
for each xij in A such that Ai ϵ A  
If xij = AA then AA is updated in A 
Increment nijy(l) and label all major FP among samples observed 

so far at l 
Let n1 is the number of samples seen at l. 
for p = 1 to W step w 
If the samples seen so far at l do not belong to the same FP and n1 
mod nmin is 0, then 
Calculate Ḡl(Ai) for each attribute Ai ϵ A - {A0} by counting nijy(l). 
Aa is the attribute with highest Ḡl  
Ab is the attribute with second highest Ḡl 

Compute    
      

 

 
 

  
  

∆Ḡl = Ḡl(Aa) - Ḡl(Ab) 
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If ((∆Ḡl > ε) or (∆Ḡl ≤ ε < τ)) and Aa ≠ Ab, then replace l by an 
internal node the divides on Aa 
for each branch of the split, add a new leaf lm, and let Am = A – {Aa} 
Let Ḡm(A0) be the Ḡ achieved by estimating the most FP at lm 
for each FP yk and each value xij of all attribute Ai ϵ Am - {A0}, let 
nijk(lm) =0 
End p 

Return DT. 

5. Results and Discussion 

Experiments are carried out to compare the clustering and mining 
efficiency of MVFDT against VFDT. Objective of the work is to 
estimate the ability to scale up by evaluating MVFDT model with 
different drift levels and also to illustrate the circumstances where 

MVFDT performs well as compared to the other system model. 
The mock data is taken from UCI repository [16] for validating 
VFDT and MVFDT algorithm. The mock data is used in the ex-
periments as a varying concept based on a hyper plane. A hyper 
plane in d-dimensional space is the set of points X that satisfy the 
equation (2) 
 

        
 
            (2) 

 
where, xi is the ith coordination of x. Examples, for which 

        
 
    are labeled positive, and examples for which 

        
 
    are tagged negative. To simulate time-changing 

concepts, hyper planes are used as the orientation and position of 
the hyper plane that can be altered using the relative size of the 

weights. Weight is utilized as an index for the magnitude of each 
data which can maintain the dimension consists most of the data 
information. To process, only the non-zero weight of the data is 
considered. In a decision tree representing the hyper plane, the 
attributes relative information can be controlled by changing the 
most favorable order of tests. The experiment is done on a 4GB 
RAM, Pentium- Core2-Duo machine with 500GB hard disk, run-
ning Windows.  

Initially, the experiment is carried out on the mock data and com-
pares the ability of MVFDT with the VFDT to decide its efficien-
cy for large set of data having drifts. In terms of weight, the drifts 
are created in the data to verify the errors and they are relabeled 
with the updated concept. The drift point is modified according to 
the data magnitude and the size of the data. Precision of the algo-
rithm as a function of d, the dimension of the space is illustrated in 
Figure 1. By testing the precision of the well-read models on every 
10,000 sample data the described values are attained. The minor 

axis describes the drift levels as the average percentage of the test 
set. The concept varies by altering the label at each point.  
 

 
Figure 1: Number of attribute versus error detection. 

MVFDT is considerably more precise than VFDT by approximat-
ing 10% on the mean value and performance of MVFDT is en-
hanced a little by rising d-dimensional space. Figure 2 shows the 
average model size that depicts the number of nodes. The ad-
vantage of MVFDT over VFDT is that MVFDT is consistent 
across every single value of d. The accuracy and the size are de-
rived from the reality that MVFDT model is constructed on the 
100000 most appropriate examples, while VFDT model is devel-

oped on millions of out-of-date examples.  
 

 
Figure 2: Number of nodes versus number of attributes. 

 
Finally, how the concept of changing the levels of MVFDT drift 

are examined on all the five data sets having d = 50. The drift is 
indicated with a parameter D. For every 75,000 examples, D of the 
concept hyper plane’s weights are chosen at random and modified 
as before, wi = wi + 0.01dσi. The comparison on these data sets is 
shown in Figure 3. The MVFDT substantially outperforms VFDT 
at each drift level. The larger variance in VFDT’s data points can 
be observed if VFDT’s error rate comes within reach of 50% for D 
> 2. MVFDT’s error rate appears to develop smoothly with raise 

in the concept level change. The result reveals the fact that the 
drift adjustments are effective and robust. 
 

 
Figure 3: Number of attributes drift versus error detection. 

 
The time taken for analyzing and clustering the data in terms of 
scalability is shown in Figure 4. According to the size of the data 
the time taken to process the data is proportionally increased. 
Since providing a solution for high dimensional data in terms of 
scalability will be considered in our future work.  
The entire experiment shows that MVFDT has the capability to 

react to the drift are the gain over VFDT. To estimate the nature of 
the drift, the MVFDT may be run with diverse dynamic data sizes.  
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Figure 4: Time taken for analyzing and clustering the data in terms of 

scalability. 

6. Conclusion  

The MVFDT model is introduced for dynamic random decision 
tree induction system. The proposed model seems to be an accu-
rate model for high-speed and concept drifting data streams. This 
model preserves a decision tree latest by holding a small constant 
time for every arrival of new example. Every time, a new example 
would arrive by applying a conventional learner that decides the 
output accuracy. The model is up-to-date with a enormous data 
streams which is shown to be the empirical studies of MVFDT.  
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