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Abstract 
 

Now a days data is increasing exponentially daily in terms of velocity, variety and volume which is also known as Big data. When the 

dataset has small number of dimensions, limited number of clusters and less number of data points the existing traditional clustering al- 

gorithms will give the expected results. As we know this is the Big Data age, with large volume of data sets through the traditional clus- 

tering algorithms we will not be able to get expected results. So there is a need to develop a new approach which gives better accuracy 

and computational time for large volume of data processing. The Proposed new System Architecture is a combination of canopy, 

Kmeans and RK sorting algorithm through Map Reduce Hadoop frame work platform. The analysis shows that the large volume of data 

processing will take less computational time and higher accuracy, and the RK sorting does not require swapping of elements and stack 

spaces. 
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1. Introduction 

Today, we live in the information age, and we are not running out 

of information particularly of data form because date is growing 

exponentially daily that is in terms of volume, variety, and veloci-

ty, therefore the existing clustering algorithm takes more time to 

pro- duce the results. To produce results in terms of less computa-

tional time and more efficiency one should think of something big 

and that is parallel programing. MapReduce is one of the pro-

gramming designs for large volumes of datasets in parallel 

.MapReduce with HDFS can be used to handle the big data ,which 

is commonly known as Hadoop .Once the file is placed into HDFS 

it can be read n number of times. 

2. Overview of clustering algorithms 

Clustering is the task of dividing data points into a number of 

groups such that data points in the same groups are more similar to 

other data points in the same group than those in other groups. 

These groups are called clusters. 

Types of Clustering 

Clustering can be divided into two different types. 

 Hard Clustering: Each data point either completely belongs 

to the cluster or not. 

 Soft Clustering: Here putting instead of each data point into 

separate clusters, a probability or likelihood of that data 

point to be in those clusters is assigned 

Types of clustering algorithms: 

Models follow different set of rules to define the “similarity” 

among the data points. There are hundred clustering algorithms 

known. Few of them are as follows 

Connectivity models: In this model the data points near in the data 

space will have more similarity hen data points which are far away 

These models can follow two approaches. 1) Starts with classify-

ing all the data points into clusters and then merging them as the 

dis- tance decreases, 2) Classifying all the data points into single 

cluster and then partition as the distance increases. 

 • Centroid models: These clustering models are iterative 

clustering algorithms in which similarity is measured by the 

minimum distance between the data points and cen- troid. 

 • Distribution models: These clustering models are based 

on the probability that all the data points in the cluster be-

longs to the same distribution 

 • Density models: These type of clustering models 

searches for various densities of data points in the data 

space. It isolates different density regions and assigns the 

data points with in these regions in the same cluster. 

3. Existing clustering algorithms 

Clustering algorithms are the best examples for unsupervised 

learn- ing algorithm. It is a simple approach to group data points 

or ob- jects. Here the groups are called clusters. The objects are 

data points which are in the cluster are similar than those in the 

other clusters. 

3.1. Canopy clustering algorithm 

Input: Dataset 

Output: number of clusters 

The algorithm uses two threshold values T1 and T2 Where T1 is 

loose distance and T2 is tight distance Where T1>T2 

The steps involved in canopy clustering algorithm are 

http://creativecommons.org/licenses/by/3.0/
http://www.sciencepubco.com/index.php/IJET


690 International Journal of Engineering & Technology 

 
Step 1: Randomly select any data point from the data Set as a 

canopy center 

Step 2: Find the distance to all other points in the data Set from 

the canopy center. 

Step 3: If the distance calculated is less than the T1 then put data 

points into a canopy 

Step 4: Remove from data set all the points which are less then T2 

Step 5: Repeat the above step1 to step 4 until the dataset becomes 

empty 

Step 6: Feed the output as input K-mean clustering Algorithm 

Limitations 

Accuracy is low, but has the great advantage of its speed 

3.2. k-mean clustering algorithm 

K-means clustering algorithm is very simple and easy to under-

stand. The steps involved in this algorithm are: 

Step1: Randomly select the centroids and place them in space, 

which are temporary means of the cluster. 

Step2: Calculate the Euclidean distance between each data point 

and cluster center. And then assign the data points to cluster cen-

troid whose distance is minimum. 

Step3: Recalculate the centroids for each cluster and replace by 

respective cluster centroid. 

Step4: If there is no reassignment of the data point then go to next 

step otherwise go to step2 

Step5: End 

Limitations 

Some of the drawbacks of existing k-mean algorithm through 

liter- ature survey are: 

1) A review of uncertainty handling formalisms by A. Hunter 

and. 

S. Parsons [6].In this paper computation time is reduced but initial 

centroids are selected randomly. 

2) An overview from a database perspective by M. S. Chen, J. 

Han, and P. 

S. Yu. [4]. in this paper author proposed the initial centroid algo- 

rithm to avoid selection of random centroid. 

3) Efficient k-mean clustering algorithm for reducing the time 

complexity by D.Napoleon, P.Ganga Lakshmi. The authors 

say that reducing the time complexity is expensive for high 

dimensional data sets [3]. 

4) Overcoming the Defects of k-Means Clustering by using 

Canopy Clus- tering Algorithm by Ambika.s .s and Ka-

vitha.G[1]. Avoided random selec- tion of centroid by using 

canopy clustering algorithm. 

4. Proposed system architecture 

The main aim of the proposed System is to find the initial values 

of centroids that is K value for K-mean clustering algorithm and 

stud- ying the space complexity and time complexity on Hadoop 

and MapReduce platform. 

The Modules used in proposed system are 

1) Big Data 

2) Canopy Clustering Algorithm 

3) k-Mean Clustering Algorithm 

4) RK Sorting Algorithm 

 

 
Fig. 4: Proposed System. 

 

Data Sets: 

Big data in terms of velocity, variety, volume growing exponen-

tial- ly daily. 

Canopy Clustering Algorithm: 

The execution time is less but accuracy is low .The results of this 

algorithm are a number of canopies which are the cluster centers 

for the given dataset. 

K-Mean Clustering Algorithm: 

The execution time of K-Mean clustering Algorithm given by O 

(nkdi) where n is the number of data points ,k is the number of 

clusters, i is the number of iterations needed to converge and d is 

the dimensions. 

When the value of n and d increases then it is time consuming 

process or it is not applicable .In order to overcome the canopy 

clustering algorithm is used which is also called as pre clustering 

algorithm. In the Proposed system the canopy clustering the data 

first “coarse” or pre clustering, K value and then use K-means 

clustering algorithm to get the “fine” clustering 

4.1. RK (Ramakrishna) sorting algorithm 

RK sorting algorithm in the proposed approach is used to give 

ranking which does not require swapping of elements and stack 

space [14]. 

RKSORTING (A [0…N-1]) 

INPUT: An array A [] of n elements OUTPUT: Sorted array of n 

elements 

Step1. Read how many elements for array i.e. n Step2. Read all n 

elements 

Step3. for i=0 to n-1 do Step4. Key = a[i] 

Step5. K=0 

Step6. for j=0 to n-1 do 

Step7. if(i= =j)then continue from step6 with next j value 

Step8.  If (key>a[j]) 

K++ 

else 

If (key==a[j] && i>j) K++ 

end for (end of inner for loop) 

Step9. B[k] =key 

end for(end of outer for loop) Step10. Sorted elements are in array 

B. Step11. End 

4.2. Results and analysis 

Table 1: Computational Time and Accuracy of Canopy Algorithm 
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Fig. 1: Canopy Clustering – Accuracy vs. Segments. 

 

 
Fig. 2: Canopy Clustering – Computational Time vs. Segments. 

 
Table 2: Computational Time and Accuracy of Kmeans Algorithm 

 
 

 
Fig. 3: Kmeans Clustering – Accuracy vs. Segments. 

 
Fig. 4: Kmeans Clustering – Computational Time vs. Segments. 

 
Table 3: Computational Time and Accuracy of Integration Canopy and K 

Means 

 
 

 
Fig. 5: Integration Canopy and K Means of Accuracy vs. Segments. 

 

 
Fig. 6: Integration Canopy and Kmeans Computational vs. Segments. 
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Table 4: Computational Time and Accuracy of Proposed System 

 
 

 
Fig. 7: Proposed System Accuracy vs. Segments. 

 

 
Fig. 8: Proposed System Time vs. Segments. 

 

The data is growing in terms of volume, variety and velocity .The 

behavior of each clustering algorithm is analyzed through MapRe- 

duce and Hadoop platform which uses parallel processing tech- 

nique. Here we considered the simulated social data of size one 

lakh with twelve attributes’ 

The figures 1,2and Table1 shows that as the dataset increases the 

time increases and Accuracy is not consistent for Canopy cluster- 

ing algorithm ,which shows that canopy clustering algorithm alone 

will not be able to give better accuracy results. 

In figure 3, 4 and Table2 which is Kmeans clustering algorithm 

shows as the data increases accuracy and computational time in- 

creases. 

The figure 5, 6 and Table3 shows the Integration of canopy and 

kmeans clustering algorithm as the data increases accuracy in- 

creases and computational time is not consistent. 

The figure 7, 8 and Table4 shows the Integration of canopy, 

kmeans and RK sorting algorithm or Proposed System Architec-

ture as the data increases accuracy and computational time in-

creases. 

5. Conclusion 

In this paper we have studied existing canopy, Kmeans and RK 

sorting algorithms for big data using MapReduce and Hadoop 

plat- form. And the proposed new technique ,the canopy algorithm 

is applied to the Big data and the output is given as the initial cen- 

ters (the value of k)to K-mean clustering algorithm ,for each clus- 

ter RK sorting algorithm is used to give the rankings through 

MapReduce and Hadoop frame work which uses parallel pro- 

cessing technique. 
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