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Abstract 
 

The research work aimed to develop a new Dynamic Hybrid Mean/Median Filter (DHMMF) algorithm to eliminate salt & pepper noise. 

The proposed DHMMF algorithm decides window size dynamically during runtime, also adaptively adjusts window size based on the 

non-noisy pixels present in a local window. Window size is limited to 9 X 9. This reduces blurring and computational complexity. Filter 

is designed with two stages, noise detection succeeded by filtering strategy. During the noise detection stage, if pixel intensity value is in-

between 1 to 254, it is classified as a non-noisy pixel and left unchanged. Pixel having 0 or 255 intensity value is classified as a noisy 

pixel. During the filtering stage, a noisy pixel is replaced with mean, median or trimmed values within a local window depending on 

various algorithmic conditions. Performance of DHMMF algorithm is compared with various existing methods. Performance is tested for 

low, medium and high density noise. Simulation results demonstrate that image quality is retained by preserving fine details and edges 

which results in better visual quality. Quantitative and qualitative analysis is carried out using PSNR and SSIM respectively. 
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1. Introduction 

Salt & Pepper noise gets introduced in images during the acquisi-

tion process, faulty memory location, atmosphere conditions, bit 

error during transmission, synchronization error and malfunction 

in capturing devices like misaligned lenses, camera sensors and 

weak focal length [1], [2]. Such noisy image pixels exhibit either 

minimum 0 or maximum 255 gray level intensity value. This 

causes the image quality degradation and loss of fine edges [3], 

[4]. 

In multimedia data, de-noising is a necessary pre-processing step 

for image processing operations. It is required to eliminate the 

noise to restore the data. There are various linear and non-linear 

filtering methods exists [5 - 12]. For additive noise, linear filtering 

is useful, but it blurs the image and losses fine details. Hence most 

methods use non-liner filter to preserve fine details and edges. 

Median filter is simple robust which replaces all pixels with medi-

an of neighborhood pixels present in a current local window. This 

achieves acceptable results in low noise densities but results in a 

blur image and it also process non-noisy pixels. The proposed 

DHMMF algorithm developed to retain a high-quality image and 

it is compared with various existing methods. 

In this research paper, Section 2 explains the noise model, Section 

3 describes a new DHMMF algorithm, Section 4 gives various 

adaptive window scenarios, Section 5 explains performance 

measures, Section 6 demonstrate comparison and simulation re-

sults, Section 7 the conclusion of research objective. 

2. Noise Model 

Salt & Pepper noise consists of pixels with minimum value 

 and maximum value . Progressively white 

pixel values will be present in the dark region and vice versa. A 

noisy image with Salt & pepper noise [2] defined as: 

 

              (1) 

where 

 is a noisy image 

 is a non-noisy pixel. 

 
Fig. 1: Image Metrics 3 X 3 with a Corrupted Central Pixel. 

 

Consider 3 X 3 image metrics as shown in Figure 1. Suppose salt 

& pepper noise is introduced in the image, a central pixel value i.e. 

156, is changed to 0. 

3. Proposed DHMMF Algorithm 

The proposed DHMMF algorithm combines the advantages of 

both mean and median filter. Current local window size is consid-

ered as threshold value. If the number of non-noisy pixels < 
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threshold, then window size is increased by W=W+2 till it reaches 

the maximum window size limit W=9 to avoid blurring and com-

putational complexity. A noisy pixel is detected and replaced with 

below algorithmic conditions. 

 

 

 
 

Step 1 : Set  

 

Step 2 : Processing starts with a sub-window . Consider 

the center pixel as  

 

Step 3 : If  , then keep  unchanged. Shift to 

next sub-window.  

Go to Step 1 

 

Step 4 : If the center pixel  or  then it is con-

sidered as corrupted pixels. 

 

Step 5 : Pixels except 0 and  are collected in  

 

Step 6 : If  and  then 

replace  with  

Go to Step 10 

 

Step 7 : If  and  then 

window size is increased as  

Go to Step 2 

 

Step 8 : If  and  then 

replace the center pixel  as per following cases: 

Case 1 : If  then replace  with  

Go to Step 10 

Case 2 : If  then replace  with 

 

Go to Step 10 

 

Step 9 : If  then replace the center pixel  as 

per following cases: 

Let  and  

Case 1 : If  then replace  with 255 

Go to Step 10 

Case 2 : If  then replace  with 0 

Go to Step 10 

Case 3 : If  then replace  with  

Go to Step 10 

 

Step 10 : Select next sub-window . Repeat Step 2 to Step 

7 

 

Summary of DHMMF Filter algorithm implementation approach: 

 

• Proposed algorithm is applied on a noise image,  

 

                                                    (2) 

 

• Filtered image is restored as, 

 

                      (3) 

4. Adaptive Window Scenarios 

1) Center pixel intensity value is except 0 and 255. It will con-

sidered as a non-noisy pixel and keep it unchanged. 

 

 
Fig. 2: Scenario 1. 

 

2) Center pixel intensity value is 0, indicates noisy pixel. 

Current window size is W = 3. 

S= {197, 123, 110, 180, 77, 56, 109, 94}, size (S) = 8 

As size (S) > W, the center pixel is replaced with median(S). 

 

 
Fig. 3: Scenario 2. 

 

3) Center pixel intensity value is 0, indicates noisy pixel. 

Current window size is W = 3. 

S= {197,123}, size (S) = 2 

Here size (S) < W, W is increased to W+2.  

S={67,99,102,197,123,100,10,6,12,120,111}  

As size(S) > W, the center pixel is replaced with median(S). 

 

 
Fig. 4: Scenario 3. 

 

4) Center pixel intensity value is 0, indicates noisy pixel. Cur-

rent window size W is expanded till W=9 until size (S) > W. 

Suppose maximum window size is reached. 

S= {98,52,8,4,155 ,6} , size(S) = 6 

As size(S) < 7, the center pixel is replaced with  

 

 
Fig. 5: Scenario 4. 

 

5) Center pixel intensity value is 0, indicates noisy pixel. Cur-

rent window size W is expanded till W=9 until size (S) > W. 

Suppose maximum window size limit is reached. 

S = {8, 98, 89, 44, 100, 66, 6, 52, 102}, size(S) = 9 
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As size(S) > 7, the center pixel is replaced with  

 

 
Fig. 6: Scenario 5. 

 

6) Center pixel intensity value is 0, indicates a noisy pixel. 

Current window size W is expanded till W=9 until size 

(S) > W. Suppose maximum window size limit is reached 

and all pixels are with intensity value 0, then replace the 

center pixel with intensity value 255. 

 

 
Fig. 7: Scenario 6. 

 

 

7) Center pixel intensity value is 255, indicates noisy pixel. 

Current window size W is expanded till W=9 until size 

(S) > W. Suppose maximum window size limit is reached 

and all pixels are with intensity value 255, then replace the 

center pixel with intensity value 0. 

 

 
Fig. 8: Scenario 7. 

 

8) Center pixel intensity value is 255, indicates a noisy pixel. 

A current window size W is expanded till W=9 until size 

(S) > W. Suppose maximum window size limit is reached 

and all pixels having intensity value 0 or 255, then replace 

the center pixel with . 

 

 
Fig. 9: Scenario 8. 

5. Performance Measures 

1) PSNR: Watermarked image quality is estimated with re-

spect to an original image using PSNR. 

 

                                      (4) 

 

where  
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 is intensity values of an input image 

 is intensity values of the watermarked image 

 

2) SSIM: Structured similarity is measured by considering lu-

minance, correlation and contrast. 

 

                                                  (5) 

       

      where ,  

        

          and  are average of  and respectively 

    and  are variance of  and respectively 

6. Experimental Results 

Performance of DHMMF algorithm is tested for low, medium and 

high noise density. Fifteen different 512 X 512 size images are 

taken for the experiment. Simulations are performed using 

MATLAB 2018b for noise density ranging from 10% - 90% 

shown in Figure 10. SSIM index map is shown in Figure 11. 

DHMMF algorithm compared with various algorithms. Qualita-

tive results in terms of PSNR values and quantitative results in 

terms of SSIM are shown in Table 1 and Table 2. Figure 12 and 

Figure 13 demonstrate that DHMMF algorithm gives better per-

formance with high PSNR and SSIM by retaining image quality. 

 
 

Fig. 10: The Simulation Result of Noisy Images (‘a’, ‘b’, ‘c’, ‘d’, ‘e’, ‘k’, 

‘l’, ‘n’, ‘o’) and Respective Filtered Images (‘f’, ‘g’, ‘h’, ‘i’, ‘j’, ‘p’, ‘q’, 
‘r’, ‘s’, ‘t’). 

 

 
Fig. 11: Original Images - (‘a’, ‘e’, ‘i’), Noisy Images - (‘b’, ‘f’, ‘j’), 

Filtered Images - (‘c’, ‘g’, ‘k’), SSIM Index Map - (‘d’, ‘h’, ‘l’). 

 

Table 1: Comparison of PSNR And SSIM Values of Various Methods for 

Fifteen Test Images with 50% Noise Density 
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Table 2: Comparison of PSNR and SSIM Values of Various Methods for 

‘Leena’ Image with Noise Density 10-90% 
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Fig. 12: Comparison of PSNR Values for Various Algorithms. 

 

 
Fig. 13: Comparison of SSIM Values for Various Algorithms. 

7. Conclusion 

This paper conclude basic concepts and development of a new 

Dynamic Hybrid Mean/Median Filter (DHMMF) algorithm to 

eliminate salt & pepper noise. Filter is designed with two stages, 

noise detection succeeded by filtering strategy. DHMMF algo-

rithm process only the noisy pixels. Filter decides window size 

dynamically during run time and also adaptively adjusts the win-

dow size based on non-noisy within a local window. Window size 

starts with 3 X 3 and expands up to 9 X 9. Window size is limited 

to 9 X 9 which results in a reduction of blurring and computational 

complexity. Threshold value chosen is the size of a current local 

window. Based on various algorithmic conditions DHMMF algo-

rithm is tested for low, medium and high noise densities. Simula-

tion results shows that image quality is retained by preserving 

details of an image. Quantitative and qualitative analysis shows 

higher PSNR and SSIM values, also results in better visual quality 
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