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Abstract 
 

Facebook has become a popular platform in communicating information. People can express their opinions using texts, symbols, pictures 

and emoticons via Facebook posts and comments. These expressions allow sentiment analysis to be performed by collecting the data to 

obtain the public’s opinions and emotions toward certain issues. Due to a huge amount of data obtained from Facebook, proper ap-

proaches are required to cater the texts and symbols used in the comments. There are also limited amount of dictionary on Malay texts 

which make it more challenging to process and classify the positive and negative words used in the comments. Thus, hybrid approach is 

applied during the data processing to visualize the results. In this work, a combination of lexicon-based approach and Naïve Bayes are 

used. This study focuses on analyzing the public’s sentiments on crime news in Facebook by using word cloud visualization. The visuali-

zation displays important words used in a form of a word cloud. Moreover, the percentage of positive and negative words existed in the 

comments is also shown as part of the visualization results. 
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1. Introduction 

Social media permits the interchange and establishment of user-

generated content (UGC) and it is described as a set of web-based 

program that was established on the technological and ideological 

basis of Web 2.0 [1]. It is also known as a group of new media 

that permit social interaction between users [2] and it is undenia-

bly a vital part in social and political developments [3]. People are 

allowed to spread data, opinions, statements and behavior via the 

social media [4]. One of the important issues is crime where pub-

lic’s emotions, impressions, viewpoints and judgments regarding 

crime can be affected by social media [5]. In addition, people tend 

to rely upon resources published by the media production in ob-

serving crime topics [6].   

Sentiment can be classified as feeling, emotion or opinion of a 

person towards something such as situation or events. Emotions 

constitute a key element in human instinct and behaviour as it can 

be communicated through different media, for example, speech, 

facial expressions, gestures and textual information [7]. Organiza-

tions that gather and break down information from social media, 

news and other information streams are confronted with a few 

difficulties that involve storing and handling of large amount of 

information. Hence, it is a challenge to gather all the related in-

formation from different sources in order to analyze and present it 

in such a way for non-technical domain experts to understand and 

self-interpret the valuable significant information [8]. Therefore, a 

combination between sentiment analysis and interactive visualiza-

tion are suggested. 

This paper is divided into five Sections where Section 2 describes 

the preliminary study on the related work while Section 3 de-

scribes the design process in producing the visualized output by 

using hybrid techniques. Then, Section 4 presents the results and 

analysis of the system followed by Section 5 which concludes the 

work. 

2. Preliminary Study 

There are many social media on the Internet and some of them are 

very popular among the public such as Facebook, Twitter and 

Instagram. From the observations done on these three types of 

social media [9-12], Facebook is the most suitable platform to 

perform sentiment analysis due to its favourable social networking 

site [10] with 1.49 billion frequent users. It is also the most flexi-

ble social media as it does not have any limitations on characters’ 

post and various types of sentiments can also be viewed on a sin-

gle post. Moreover, Facebook permits public to be involved in 

discussions as it allows data sharing [9]. Nowadays, the way news 

are conveyed and events are published have been revolutionized, 

where Facebook has come into view as progressively important 

channels of interactive media content around incident and news 

[13]. With this, public have taken the time to express their senti-

ments towards events and online news. From the news in Face-

book, information can be collected for analysis to understand more 

about the public’s sentiments. 

Sentiment analysis or opinion mining allows the positive, negative 

or neutral perspective summary on certain issues to be obtained 

[14]. For such analysis, machine learning is implemented to ex-
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tract the textual contents for the sentiments [15]. Due to the chal-

lenge of interpreting the text [16], data visualization is used to aid 

in representing the information retrieved so that it can be more 

understandable [17]. In order to retrieve the polarity of individual 

words, lexicon-based sentiment analysis approach is used to cate-

gorize positive and negative sentiments using word matching [18-

19]. From the lexicon-based approach, dictionary-based approach 

is applied instead of corpus-based approach. The corpus-based 

approach is lacking of standard corpuses which make it difficult 

for performing sentiment analysis on Malay words [20]. The anal-

ysis is based on a supervised machine learning technique since the 

output is meaningful to humans. Hence, Naïve Bayes is applied as 

the training classifier. Naïve Bayes classifier has high speed and 

precision, and it is one of the most famous techniques [21]. There-

fore, the combination of lexicon-based approach and Naïve Bayes 

technique is applied in clustering Malay texts to produce a visual-

ized output. Some of the previous related works also use hybrid 

approach as it provides better accuracy [22]. High accuracy in 

determining sentiment polarity and strong sentiment detection was 

achieved in hybrid approach [23]. Even though, the lexicon-based 

approach has high precision, it also has low recall as it depends 

fully on the opinion words to determine the polarity of sentiment 

[24]. Table 1 shows the accuracy measurement for data from the 

previous work.  

Table 1. Types of cases for image comparison. 

From Table 1, LMS technique by using a machine learning classi-

fier was trained to allocate polarities to sentiments and instead of 

the polarities being allocated manually, result of lexicon-based 

approach is used as a training data for the classifier [24]. In anoth-

er work [23], a hybrid approach called pSenti is proposed, in 

which it uses the data collected from reviews. It calculates the 

weight of the sentiments, the rate of occurrence for adjectives and 

lastly, compares the result by using cross style setting technique. 

Khalifa & Omar [25] propose an Opinion Question Answering 

(Opinion QA) that uses a hybrid method to examine opinions on a 

particular product or service in Arabic language. A comparison of 

accuracy measurement between three different hybrid approaches 

are performed which include lexicon-based method with SVM, 

lexicon-based method with Naïve Bayes and lexicon-based meth-

od with K-Nearest Neighbor (KNN). Their results show that a 

combination of lexicon-based method with Naïve Bayes obtained 

the highest accuracy.  

Data or information visualization is vital to users since it trans-

forms the data into interactive visual illustrations [26]. Despite of 

the amount of information obtained, cutting edge analysis and 

high performance information visualization is one of most ideal 

approaches to discern vital relationships [27]. Different circum-

stances that show different measure of understanding use different 

visualization methods [28]. Text is often used for visualization as 

it has turned into a developing and progressively vital subfield of 

data visualization using various text mining algorithms [29]. Some 

of the visualization techniques that can be used for text visualiza-

tion are scatter plot visualization, network visualization and word 

cloud visualization. Hence, this work performs the sentiment anal-

ysis towards some crime issues by visualizing the texts used by 

the public in the Facebook comments. The Malay texts clustering 

are visualized based on a combination of lexicon-based approach 

and Naïve Bayes, with the word cloud representation to visualize 

the results. 

3. Methodology 

This work applies the iterative modified waterfall model frame-

work. In order to visualize the information obtained from Face-

book based on crime news, several processes are involved which 

are data extraction, pre-processing of data, clustering and visuali-

zation. The overall process is described in this Section. 

3.1. System Design Overview 

After specifying all requirements and performed the preliminary 

study on related works, suitable methods are selected to be applied 

in data processing. Data are collected by extraction using the Fa-

cebook API. Next, filtering of texts is performed during data pre-

processing where tokenization and stop word removals are in-

volved. The chosen hybrid method of lexicon-based approach and 

Naïve Bayes are then utilized for text classification to analyze the 

sentiments. Word cloud is selected for visualization. The flow of 

the system is illustrated in Figure 1. 

Figure 1. System flow 

 

Based on Figure 1, data extraction is performed by extracting all 

comments from a crime news page. This page is obtained from the 

URL input by the user. Facebook API is used to retrieve the data 

in JSON format in order to clean the raw texts during data pre-

processing phase. Then, filtering is done in order to filter the en-

tire unnecessary images and symbols in the comments. This work 

only focuses on obtaining the texts without any symbols using 

tokenization and stop words removals. The cleaned text is used to 

calculate the number of occurrences for each meaningful word. 

The word occurrences determine word size to be visualized. The 

higher the occurrence, the bigger the font size of the word. The 

hybrid technique involving lexicon-based and Naïve Bayes are 

applied to train classifier for clustering the significant information.     
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3.2. Classification: Lexicon-based Approach and Naïve 

Bayes 

In lexicon-based approach, a dictionary-based is used where it 

contains all the words that represent emotions. Next, the system 

performs the comparison between the words in the dictionary with 

the words in the comments to find a match. A trained classifier 

(Naïve Bayes) calculates the probability of word occurrences.  

After training the datasets, the classification is performed by iden-

tifying the sentiments of each comment. The score is then calcu-

lated to determine the percentage of sentiment. In the following 

process, the comments are separated into many lists to allow the 

system to visualize various categories of comments which produce 

a more accurate result. Then, a word cloud presentation produces a 

suitable interactive visualization as it provides informative under-

standing. 

3.3. Data Visualization: Word Cloud 

Displaying most occurrence words in a textual document is called 

word cloud. The arrangement of words is random and in any for-

mat. The size of the word depends on its frequency in the docu-

ment. Thus, the more frequent the words are used, the bigger size 

it becomes. Word cloud is the most suitable text visualization as 

compared to scatter plot and network visualization since it is able 

to show the words used in positive and negative sentiments. 

Words in scatter plot are typically represented by other symbol, so 

it would be troublesome for people to identify which words are 

being represented. On the contrary, the network visualization fo-

cuses more on the relationship between each word. Therefore, 

word cloud is the most appropriate as it focuses more on the usage 

of words. Figure 2 depicts the idea of how the output is presented 

for Malay language texts. 

Figure 2. An Example of word cloud visualization in Malay textsThis 

representation assists users to analyze the sentiments of the selected issue. 

Each sentiment is represented by a set of words. The words can be clicked 
by the user to observe the visualization for each comment that is related to 

selected word. After undergo all the required processes, results are ana-

lyzed by observing the visualized output. The words that represent senti-
ments and other significant words are clustered into two categories which 

are positive and negative. 

4. Results and Analysis 

This section presents the user interface of the system by showing 

the output of each process. The first output displays the initial user 

interface for data extraction process. After filtering the extracted 

data, classification is performed to obtain the percentage of posi-

tive and negative sentiments. Lastly, the visualized output is pre-

sented for analysis. 

 

4.1. User Interface 

User interface is an important element in the system development. 

It consists of six main components: an input text field to retrieve 

the Facebook page URL, two text areas which display the filtered 

extracted comments (on the top) and words with their occurrences 

(at the bottom text area), and three buttons to run the system. The 

buttons are Extract Data which extracts all the comments from the 

Facebook page (page URL entered by the user), Clear Data to 

clear all the information on the interface, and Submit button to 

redirect the user to the panel showing the word cloud visualization. 

Figure 3 illustrates the user interface. 

 

Figure 3. System user interface 

Based on Figure 3, the data will be extracted when the user pro-

vides a Facebook page URL and the Extract Data button is 

clicked. The information displayed on the interface allows users to 

gain useful information about a crime issue.  

4.2. Data Collection 

Data for the system can be collected from a selected Facebook 

page that contains a post regarding crime news. Posts with most 

comments are selected as they help in creating more efficient word 

cloud. All comments in the selected post are extracted as raw data. 

These data are then filtered by removing all the unnecessary words 

and symbols, so that a user can focus on the important parts of the 

issue being discussed. The cleaned texts are then displayed onto 

the interface for the user as shown in Figure 4. 

 
Figure 4. Facebook comments on the crime news that have been cleaned 

Besides displaying the filtered data, the number of occurrences for 

each unique word available in the comments is displayed in order 

to observe the most frequent used words for the crime issue. This 

is important because the repeated word indicates the popular topic 

discussed by the public. It helps in solving a related matter. Next, 

the clustering and calculations of percentage for the sentiments are 

performed. 

4.3. Classification Results 

In this process, classification of sentiments is performed on each 

of the comment. The first classification is done by using the lexi-

con-based approach. Each word in the comments is checked by 

referring to the emotion library in the database. When a matched is 

found, the system updates the weight of each word according to 

the number of its occurrences. Next, the Naïve Bayes is performed 

to retrieve the words from the database and train them for classifi-
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cation. The percentages of sentiments are then calculated. The 

word cloud displays the positive and negative words collected 

from the comments with the percentage values. The output is 

shown in Figure 5. 

 
Figure 5. Word cloud visualization 

 

From Figure 5, it shows the useful words being used in the com-

ments related to a crime issue in a form of word cloud. In addition, 

the percentages of positive and negative sentiments are also dis-

played at the top of each category. The visualization panel is inter-

active as the user can click on the percentage to view the related 

comments either positive or negative.  

Furthermore, the words displayed in the cloud can also be clicked 

by the user to view the comments posted by the public. Figure 6 

illustrates the output when the user clicked on the words inside the 

word cloud. 

 
Figure 6. Comments posted by public based on the words clicked 

 

Hence, several experiments are conducted by observing two dif-

ferent case studies on crime issues which are Nhaveen bullying 

case, and Universiti Pertahanan Nasional Malaysia (UPNM) case. 

The case studies are visualized for analysis. 

4.4. Visualization and Analysis 

The first topic is the Nhaveen bullying case. The public sentiment 

can be observed from the sentiment percentage and the word cloud 

and the result is displayed in Figure 7. 

 
Figure 7. Nhaveen bullying case result 

 

Based on Figure 7, the positive sentiment has a percentage of 6% 

whereas the negative sentiment has a percentage of 94% which 

shows that the public does not respond well to the crime news. 

The public is not satisfied with the crime news and cannot accept 

them well. 

The second topic is the UPNM case on bullying and death. The 

visualized data is illustrated in Figure 8. 

 
Figure 8. UPNM bullying and death case result 

 

Based on the result, the percentage differences between the posi-

tive and negative sentiment is about 30%. The negative sentiment 

percentage is higher than the positive sentiment. It can be ob-

served that most people are not satisfied with the crime news, but 

there are also a few who are satisfied and reacted well to the news. 

5. Discussion and Conclusion 

In this work, textual visualization is presented on a word cloud 

technique to present an informative public opinion. The use of 

different font sizes allows the results to be interpreted better. The 

larger the font size, the more of the word being used in the Face-

book comments. Besides displaying the word group, the percent-

age of positive and negative sentiments are also important to de-

termine people’s reactions. The implementation is based on a hy-

brid method which is lexicon-based approach for word matching, 

and Naïve Bayes to train data on calculating word occurrences. 

Based on the two selected case studies, the results are more in-

clined to negative reactions. For a detailed observation on the 

chosen topics, the user is allowed to click on the percentage of 

positive and negative sentiments to view the comments where the 

texts have been cleaned. Moreover, the related comments can be 

viewed by the user when each of the word in the cloud is clicked. 

Such interactive feature allows more impact for users to do their 

analysis. 
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