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Abstract 
 

Diabetic Retinopathy (DR) is a diabetic complication which can cause blindness. As DR cases keep increasing, ophthalmologists are 

forced to diagnose a large number of retinal images daily. Generally, the diabetic eye screening is done manually using qualitative scale 

to detect abnormalities on the retina. Although this approach is useful, the detection is not accurate; and create a need for a tool that can 

help the experts to classify the severity of DR to establish adequate therapy. Previous researchers have studied machine learning to pro-

pose an automatic DR classification. However, it needs to be improvised especially in terms of accuracy. Hence, this paper aimed to find 

classifier with optimal performance in the study of DR classification. This study considered three classes of diabetic patients which were 

patients who do not have DR (NODR), patients with non-proliferative DR (NPDR) and patients with proliferative DR (PDR), instead of 

focusing only on two classes (NO DR, DR). Support Vector Machine was used in this research due to the success of many classification 

problems that had been proposed which produced good result. The results obtained showed that SVM gave the best accuracy, 76.62% 

with average sensitivity of 0.8081 and average specificity of 0.8376 respectively. 
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1. Introduction 

Diabetic Retinopathy (DR) is a part of complication of Diabetes 

Mellitus (DM) and it affects 1 in 3 persons with DM. DR is 

caused by damage to the blood vessels of the retina and the light 

sensitive tissue at the back of the eye. The number of DR preva-

lence is increasing year on year. According to WHO Global re-

port, the number of adults living with diabetes has almost quadru-

pled since 108 million in 1980 to 422 million adults in 2016. This 

dramatic rise is largely due to the rise in type 2 diabetes and fac-

tors driving it include overweight and obesity [1]. With the in-

creasing number of cases nowadays, abnormal retinal classifica-

tion become a challenging task for ophthalmologist as they need to 

deal with a large number of retinal images to be diagnose every 

day. Screening and early detection of DR are playing an important 

role to help reduce the incidence of visual morbidity and vision 

loss. The screening tasks are done manually in most country [2]. 

Issue of variability in grading arise from this manual grading as 

the boundaries between the grades may differ between observers 

and also prone to error [3]. 

The process is carried out through naked eyes inspection. This 

inspection is carried out using an ophthalmoscope to directly in-

spect the fundus of the eye. The pupil will be dilated before it is 

examined. Usually, the experts identify relative characteristics 

such as to differentiate between normal and abnormal retina based 

on their experience. The retinal is mostly evaluated using qualita-

tive scale such as mild, moderate, severe and extreme. Occasional-

ly, it is useful but not very effective. Issue of variability in grading 

arise from this manual grading as the boundaries between the 

grades may differ between observers and also prone to error [3]. 

The prevalence of the disease is drawing an attention for all the 

parties to play their parts towards the prevention and treatment of 

the disease. Collaboration between experts from different areas 

can be achieved with the sophisticated technology nowadays. 

Currently, the application of computational technique has made a 

huge impact in health sector. Computational technique such as 

supervised machine learning is popularly used to predict the pres-

ence and absence of the disease. These methods play vital roles in 

improving the way for detection, diagnosis and treatment of the 

disease. 

Among the solution that have been proposed by previous re-

searchers is to come out with DR classification that can help oph-

thalmologist for grading process. There are various methods have 

been applied for DR classification. Some of them are classifying 

using retinal imaging which is a classification technique per-

formed based on the abnormalities found on retinal fundus image 

such as exudates, micro aneurysm, hemorrhages and also blood 

vessels. Although the retinal imaging technique facilitate early 

detection of DR, they required additional equipment which is quite 

cost-prohibitive or sometimes unavailable especially in rural areas. 

On the other hand, several DR classifiers have been developed 

using clinical variables as an alternative to retinal imaging. How-

ever, there is still some space for improvement especially in the 

accuracy of the classifiers. 

Therefore, this study is proposed to classify DR with the objective 

to find DR classifier with optimal or near-optimal performance 

matrices using Support Vector Machine. Support Vector Machine 

is chosen to be adapted in this study as it can helps to improves 

sensitivity and/or specificity of disease detection and diagnosis. 

This classifier is built based on the clinical variables data. There 

are several advantages of this study.  First and foremost, the clini-

cal variables used in this study are selected by doctors, thus the 

validity of the features used are unquestionable. Equally im-

portant, this dataset encompasses of three classes of diabetic pa-

tients which are patients that do not have DR (NODR), patients 
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with non-proliferative DR (NPDR) and patients with proliferative 

DR (PDR). Usually, DR classification focus only on two classes 

which are to classify whether a person being diagnosed with DR 

or not. This classification can assist the doctors to perform an 

optimum decision-making regarding the type and medication to be 

prescribed. In addition, unnecessary testing and check ups can be 

prevented (Figure 1).  

 
Fig. 1: The classification of diabetic retinopathy among diabetic patients 

2. Related works 

In the area of DR classification, many researchers have studied 

DR with different intelligent methods and aims. Most of the exist-

ing DR classification or detection have mainly focused on the 

computational analysis of the eye fundus using image processing 

classifiers. Currently, research in image processing are studying 

on how to extract signs of DR from the fundus image [4]. Usually, 

computer vision techniques is used to build models for the detec-

tion of the signs. These classifiers facilitate early detection of DR, 

thus retinal image is required. Therefore, they are unable to ad-

dress the evident barrier of patients’ access to the specialist even 

though they might ease their burden to assess the image. Besides, 

there are also studies performed to build clinical decision support 

system (CDSS) that matches with lenses or an ophthalmoscope 

that can be used on smartphone. A smartphone-based classifier 

integrated with microscopic lenses was proposed by [5] to capture 

retinal images. A neural network model has been used in their 

study to analyze images and provide the results. In the other study, 

a portable smartphone-based using image analysis and machine 

learning was proposed. This portable smartphone can be used for 

initial screening by attaching an ophthalmoscope to capture fundus 

image. The classifier that was install in the smartphone will play 

role to process the captured image. Despite all the sophisticated 

features and benefits offered by the classifiers presented in these 

studies, they are cost-prohibitive as additional equipment for reti-

nal imaging is required. 

Previous researchers have studied the association between DR and 

clinical variables of the patient. Although the potential of develop-

ing classification model using clinical variables has been proved, 

not much attention given to this approach. A few studies have 

been conducted to develop DR classification using clinical varia-

bles with adopting supervised machine learning. In supervised 

machine learning, the model has to learn a function named target 

function, which is an expression of a model describing the data. A 

few studies have been conducted using supervised machine learn-

ing techniques. Previously, [6] have developed a clinical decision 

support system (CDSS) for DR using logistic regression, random 

forest, decision tree and ensemble models. The CDSS was built 

from demographic and lab data in order to detect patient’s suscep-

tibility to retinopathy. Their work reached an accuracy of 92.76%. 

In another work, a study had been conducted to explore the use of 

two kinds of ensemble classifiers to determine whether a patient is 

in risk of developing DR: fuzzy random forest and dominance-

based rough set balanced rule ensemble. This study employed the 

clinical attributes which represent main risk factors to perform the 

prediction. The performance obtained in the study are over 80% 

for specificity and sensitivity. Besides, [7] built DR classifier to 

predict the risk of DR using Naive Bayes and Decision Tree. From 

the study, it was found that Decision Tree method has 90% of 

accuracy. [8] have conducted a study on prediction and diagnosis 

of DR using Naive Bayes. The study employed clinical variables 

to perform the prediction. From the result, Naive Bayes able to 

obtained 89.11 % of accuracy. [9] built a DR predictive system 

using 140 diabetic patients’ data to predict prevalence in Malaysia. 

They adopted a voting mechanism to select the final results of 

Decision Tree and Case Base Reasoning. [10] develop DR classi-

fier to predict the risk of DR using data from 55 type 1 diabetes 

patients. They applied Classification and Regression Tree 

(CART), Neural network, classification-based Rule Induction with 

C5.0, Hybrid Wavelet Neural Network (HWNN) and merged their 

result using voting mechanism. 

While the machine learning for DR classification has been adopt-

ed in some form, it is limited in several ways. First, the current 

accuracy of DR is still low and need to be improvised. To the best 

of our knowledge, the work by [6] yield the highest accuracy, but 

with an overall accuracy 92.76%, it leaves room for improvement 

for DR classification. Besides, a few studies [9],[10] considered 

small number of instances in the dataset which are not enough to 

build a good classifier. In addition, very little work have been 

done with regards to DR classification focusing on three classes of 

DR (NO DR, NPDR, PDR). Most of the studies done previously 

focused only on two of the classes (NO DR, DR). Therefore, in 

the present research, the effort is to develop Support Vector Ma-

chine classifier that address the limitations of the extant literature, 

with the motivation to improve their results. 

3. Data and Method 

This section explains how the machine learning techniques men-

tioned in the previous section was used for DR classification. The 

dataset used in this study was provided by Eye Clinic of the Sa-

karya University Educational and Research Hospital, a hospital 

located in the city of Adapazari, the capital of the Turkish prov-

ince of Sakarya. 

3.1. The Data from The Electronic Health Record 

The dataset contained the information of 385 diabetic patients, 

who were already labelled according to the DR reference: 79 pa-

tients were not suffering from DR, 161 patients presented NPDR 

and 145 patients presented PDR. Therefore, there were two types 

of attributes: numerical (Glycated Hemoglobin (HbA1C), Hemo-

globin (HGB), High-Density Lipoprotein (HDL), Low Density 

Lipoprotein (LDL), Diabetes Duration, Triglyceride, Creatine, 

Glucose and URE) and categorical (NODR, NPDR, PDR). Details 

of the dataset are shown in Table 1, which had previously been 

used in [8], that investigated the DR prediction using Naive Bayes. 

It is always said that in any comprehensive machine learning 

study, data understanding is required - prior to the development of 

the classifier. Most of the researchers in novel machine learning 

field pay very serious attention to data as the quality of the data 

affects the machine learning results. Hence, in this study, data 

understanding was performed prior to model development to have 

a general insight about the data quality, representativeness, in 

formativeness, and presence or absence of outliers and missing 

values. At the end of the data understanding phase, the data was 

found to be in a good quality and no outliers and missing values 

were found. The dataset was then utilised in the development of 

the models. 
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3.2. Modeling Procedure 

To develop the classification model, Support Vector Machine 

(SVM) is applied in this study. Building of this model involved 

several stages. In this study, the modeling procedure encompasses 

of five stages, as shown in Figure 2. The target variable, NODR 

denoted no diabetic retinopathy diagnosis and NPDR denoted 

non-proliferative diabetic retinopathy and PDR denoted prolifera-

tive diabetic retinopathy. Hence, the aim of performing classifica-

tion is to predict categorical class label for unknown data based on 

the classification model built by training data. It played its role of 

mapping an input attributes set x into its class label y. 

Table 1: Description of features in dataset 

Features Description 

HbA1c Shows average level of sugar 
over the past 2 to 3 months 

Haemoglobin Substance inside red blood cells that transports 

oxygen to the cells of the body 
HDL Carries LDL cholesterol away from arteries and 

back to the liver 

LDL A bad cholesterol that contributes to fatty build up 
in arteries 

Diabetes Duration Length of time they have diabetes 

Triglyceride Fat in blood that body uses for energy  
Glucose Indicates concentration of blood sugar at a single 

point in time 

URE Indicates blood urea concentration 
Creatine Facilitate recycling of energy 

 

Classifiers should also be able to generalise previously unseen 

data. If not, it would result in the poor generalisation that can be 

characterised by over-training. The over-training model just mem-

orised the training examples and was unable to give correct pre-

diction output for the sample that were not in the training set (test 

data). These two crucial demands (good prediction on test data 

and good generalization) are conflicting and known as the Bias 

and Variance dilemma. One of the techniques to balance between 

minimal Bias and minimal Variance of the model is cross-

validation (CV). CV technique helps to solve improper data split-

ting with the sophisticated sampling method. Improper split of the 

dataset can lead especially to an excessively high Variance of the 

model performance. The basic idea of CV is based on data split-

ting, part of the data is used for fitting each competing model and 

other than that is used to measure the predictive performance. The 

main goal was to achieve a stable and confident estimate of model 

performance. There are two type of CV that are commonly used 

which are hold-out CV and k-fold CV. Hold-out method is popu-

lar for its efficiency and easiness while k-fold gain advantage on 

its ability s to gain a stable estimate of the model error using s a 

combination of more tests. It is useful if not enough data for the 

hold-out cross-validation is available. In the present study, 10-fold 

cross-validations were applied. 

3.3. Support Vector Machine 

Support Vector Machine (SVM) is a classifier introduced by 

Corinna Cortes and Vladimir Vapik. It is a classifier with a learn-

ing routine used for classification of input data received by a com-

puting system and also for regression task. It is categorized as 

supervised machine learning method with objective to classify 

data points by maximizing the margin between classes in a high-

dimensional space. SVM work by generates a hyperplane to dis-

criminate between each class after the input data have been trans-

formed into high-dimensional space. The specialty of SVM is that 

can efficiently perform non-linear classification using kernel trick. 

 
Fig. 2: Process flow diagram for development of DR classification model. 

The diagram represents the general modelling procedure of SVM 

The kernel-trick function is to allows constructing the classifier in 

non-linear data by increasing the dimension of SVM [11]. In the 

earlier version, SVM was originally designed for binary classifica-

tion. However, it has been effectively extend for multiclass classi-

fication problem by a few researchers by introducing method of 

one against one, one against all and directed acyclic graph SVM 

[12], [13],[14]. The basis of their method are either to decompose 

the multi class problem into several binary classification problem 

and build a standard SVM for each or directly considering all data 

at once. 

One-against-one:In this study, SVM deal with three classes 

which are NODR, NPDR and PDR. The method of one against 

one (or also known as pairwise coupling or round robin) is used to 

ensure that SVM can handle this multiclass classification. In the 

earlier, this method was introduced by [15] and the first used of 

this method on SVM was by [16]. In this study, the SVM is build 

for each one pair of classes to distinguish the samples of one class 

from the samples of other classes. This method works by construct 

k(k-1)/2 classifiers where each one is trained using the data from 

two classes. The value of k the number denoted the number of 

classes. 

Thus, in this case, given l training data (x1,y1), where x1, i=1,...,l 

and y=1,...,k with k is the class of x. The training data x1 are 

mapped to n- th dimensional space by the function  ϕ  and C is the 

penalty parameter. One-against-one method solve the following 

classification problem: 

  min
wij,b

ij
,ξ

ij

1

2
((wij )T)(wij)+C Ʃtξt

ij(wij )T, 

(wij )Tϕ (xt )+bij≥1- ξ
t

ij
, y

t
=i, (wij )T ϕ (xt )+ bij ≤1+ξ

t

ij
, y

t=j,  

  ξt

ij
≥0.            (1) 

Based on the Equation 1, by minimizing 1/2 ((wij )T )(wij ), the 

algorithm would be able to maximize the margin between two 

classes, 2/||wi||. The penalty is defined by C ∑t ξi j (wij )T   and it  

would reduce the number of training errors. It would be better for 

the algorithms performance if it is able to find a balance between 

1/2 ((wij )T)(wij ), and the training errors. After k(k-1)/2 have been 

constructed, the future testing have to be done. Voting strategy is 

used in this study. Based the voting strategy, if sign determine that 

x is in the i class, then the vote for i is added one. Otherwise, the j 

is increased by 1. The label of x is based on the largest vote. 

Parameter initialization: SVM has two significant parameters 

which are, cost and gamma. The function of cost is to control on 

how the decision boundary is crafted around while the gamma 

controls on how many vectors and curves are allowed for the im-
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plementation of SVM. The best value for cost and gamma depend 

on the data, it may vary between low values such as 0.000001 and 

quite high values such as 1000 or higher. In this study, the value 

of cost is assigned to 1, and gamma is 0.11. The kernel used for 

this study is radial basis function (RBF) kernel. 

Finding the boundary: After the parameters have been initial-

ized, the next step is to find the boundary/hyperplane. The bound-

ary can be found by connecting every point in one class to each 

other. From the connection, the outline will be emerges, and it 

defines the boundary of the class. Usually the outline emerge can 

be more than one. The classes that are linearly separable will not 

intersect each other but in non-linearly separable data, the bounda-

ries are intersect to each other. Example of hyperplane is shown in 

Figure 3. The hyperplane is usually calculated based on the fol-

lowing equation: 

 H = bias + weight * x = 0                                                            (2) 

 
Fig. 3: Example of hyperplane in SVM. The hyperplane is used to discrim-

inate between the two classes of data [17]. 

Kernel Function: Among the specialty that own by SVM is the 

kernel function Kxn,Xi which can help to separate the data easily 

especially in non linear separable data. The data used in this study 

is not linearly separable. The kernel transforms the non-linear 

separable data to linear generally by taking the square root of x. In 

this case which using RBF kernel, the function can be represented 

in terms of this following equation: 

K(x1, x j )=C-γǁxi -xj ǁ2                                                                   (3) 

Termination Condition: The stopping criterion in this study is 

de- rived from the method used by Crammer and Singer, which 

following the equation of: 

max(maxai<C,yi=1 − ∇f(α)i max ai<C,yi=−1  ∇f(α)i) ,

 ≤ min(minai<C,yi=−1 ∇ f(α)i min ai<C,yi=1 − ∇f(α)i) + 10−3  (4)                

The process of SVM will be terminated once all the test data has 

been successfully classified. 

3.4. Performance Evaluation 

Performance evaluation is beneficial for comparing the quality of 

classification across systems. The accuracy of the classifier was 

indicated by the percentage of the test dataset that was correctly 

classified by the classifier. It was calculated using the value of  

true positive (TP), true negative (TN), false positive (FP) and false 

negative (FN). 

Besides, confusion matrix was also used to measure the general 

performance of classifier using confusion matrix. It determines the 

ability of the classifier to produce accurate diagnosis for DR. Con- 

fusion matrix is a table that consist of performance of classifica-

tion model which are true values are known. It contains infor-

mation regarding actual and predicted classification done by a 

classification system. It is evaluated by calculating the correctly 

predicted TP and TN classifications based on the formulas as in 

Equation 5, 6 and 7. Besides, sensitivity and specificity also can 

be measured from the confusion matrix in order to get more spe-

cific information on performance of classifier. Sensitivity 

measures selected relevant instances while specificity measures 

exactness of classifier. 

The words sensitivity and specificity have their origins in screen-

ing tests for diseases.  Sensitivity refers to the probability for the 

test  to determine a person has the disease when in fact they really 

do have the disease. In other words, it measure how likely it is for 

a classifier to pick the presence of a disease in a person who has 

it.[18] suggest that the index, sensitivity is the first priority to be 

considered. This is because in the reality of medical-care case, if a 

patient is true positive but he/she is no further cured, he/she will 

suffer an irreparable damage or in DR permanent blindness. 

On the other hand, specificity refers the probability for the classi-

fier to determine that a person does not have the disease when they 

are in fact disease free. It was also an important measure to be 

considered. An ideal classifier should have high sensitivity and 

high specificity value. Thus, in this paper we are looking for high 

sensitivity and specificity classifier with an emphasis on sensitivi-

ty value as one of the motivations for this research was to mini-

mise cases of visual loss. 

AC = (TP + TN)/TP + FP + TN + FN                                        (5) 

PN=TP/(TP+FP)                                                                         (6) 

RC=TP/TP+FN                                                                           (7) 

The confusion matrix can be understand as follows: 

• Accuracy (AC): overall performance of classifier 

• True Positive (TP): correct positive prediction 

• True Negative (TN): correct negative prediction 

• False Positive (FP): incorrect positive prediction 

• False Negative (FN): incorrect negative prediction 

Besides, in order to determine which classifier has the best per-

formance, it is good to evaluate the classifiers with additional 

evaluation metrics. In this paper F-measure, kappa statistic and 

confidence interval (CI) are used as additional evaluation metrics. 

F-measure is a harmonic mean of precision (positive predictive 

value) and recall (exactness of classifier). According to Van Rijs-

bergen (1979), F-measure is defined as a combination of recall (R) 

and precision (P) with an equal weight in the following formula 

[19]: 

 

F=
2PR

P+R
                                                                                           (8) 

Precision can be defined as the probability that a randomly chosen 

predicted instance (positive) will be relevant while Recall is how 

close we are to a specific target on average. Kappa statistic, which 

introduced by Jacob Cohen in 1960, was used in this paper in 

order to test interrater reliability (consistency of measurement 

obtained). There are various methods to measure interrater relia-

bility. It is used to account the possibility that raters actually guess 

on at least some variables due to uncertainty with the range from -

1 to +1, similar to correlation coefficient. It is calculated based on 

formula: 

K=
Pr(a)-Pr(e)

1-Pr(e)
                                                                                    (9) 

In the equation, Pr(a) represent the actual observed agreement and 

Pr(e) represents chance agreement. The interpretation for kappa 

statistic is based on it standard range [20]: 

• less than 0.20: Poor 

• 0.21-0.40: Fair 

• 0.41-0.60: Moderate 

• 0.61-0.80: Good 

• 0.81-100: Very Good 
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Once the kappa has been calculated, CI is calculated to evaluate 

the meaning of the obtained kappa. In this paper 95 % CI is used 

as it is the most frequent value desired. It would indicate the range 

that 95% of those true means value would fall into. CI is repre-

sented by subtracting from kappa from the value of the desired CI 

level times the standard error of kappa SEk. The formula used 1.96 

as the constant by which the standard error of kappa is multiplied. 

Thus, the formula for a CI is calculated as: 

(k - 1.96 × SEk )to(k + 1.96 × SEk )                                          (10) 

4. Computational experiment and result anal-

ysis 

To evaluate the performance of the proposed classifiers, computa-

tional experiments were conducted using benchmark dataset. The 

proposed SVM was implemented using R software version 2016 

run on an Intel Core i3-3110M CPU 2.4 GHz, on a 64-bit win-

dows 8 operating system. 

In the beginning, the dataset is divided into training and testing 

data; the proportion of elements in each part was 70 and 30 % 

respectively. A standard procedure, k-fold cross validation is used 

for evaluating the performance of classifier. The instances in the 

dataset D is divided into k subsets (the folds: D1, D2,D3...Dk ) of 

the same size approximately. However, a concern has arisen from 

this technique is on how to choose k. In most applications k = 10 

is chosen. Thus, in this study, k=10 was used. There are two sub-

processes in CV which are training set and testing set.  One part of 

k-fold forms the testing set Tv, while the remaining k-fold form 

the training set Tt . The classifier is built on the training set while 

the evaluation of performance is made in the testing set. During 

SVM training, the RBF kernel plays a very significant role as it 

help SVM to classify the non-linear separable data in this study 

into linear separable form. Figure 4 illustrates on how the kernel 

trick function. 

 

Fig. 4: The kernel trick enables SVM to transform the data into linear form 

Model building and evaluation was executed for 10 iterations and 

the result taken is from the average of the 10 sets result in order to 

get the best results. The result was measured using the perfor-

mance metrics. The objective is on the maximization of the classi-

fiers performance in each matrix. The main performance metric is 

the confusion matrix that represent the accuracy, sensitivity and 

the specificity while others are considered as additional matrices 

that are used to examine the performance in detail. The metrics 

that were used to measure the performance are based on the Equa-

tion 5 until Equation 10 stated in Section 3. The overall process 

flow for the computational experiment is shown in the Figure 5. 

Firstly, the performance measure observed is accuracy of the clas-

sifier. The accuracy of the classifier is indicated by the percentage 

of the test dataset that are correctly classified by the classifier. In 

SVM, two parameters that being the key for performance are the 

value of cost and gamma. 

 
Fig. 5: Process flow diagram for computational experiment. This diagram 

shows detail process of the modelling SVM 

The accuracy of SVM is the high which is 76.62%. Besides, in 

order to get a good understanding on the performance of algo-

rithms, sensitivity and specificity also investigated for each algo-

rithm.  High sensitivity values mean that the algorithm has low 

False Negative (incorrect negative prediction). High specificity 

indicates that the samples for each class are classified with high 

precision. 

F-measure is then calculated. F-measure intended to combine the 

precision and also recall into a single measure. It is a good per-

formance evaluation other than accuracy, as it solves the bias issue 

that can affects both precision and recall. In the F-measure, the 

objective of the experiment is to find the algorithm with the high-

est value, or in other words, we want it to be 1. In contrast, the 

measure is 0 when either the precision or the sensitivity is 0. That 

bring a meaning that, low precision or the sensitivity will affect 

the F-measure. Based on the table, SVM also shows high F-

measure, 0.8758 with high precision and recall values. Thus, it can 

be concluded that SVM conveys the balance between the precision 

and recall. 

Besides, kappa statistics recently has been applied in machine 

learning to rate algorithms. Performance evaluation for kappa 

statistic is based on its standard range. Generally, the evaluation is 

understood as (higher = better algorithm. The algorithm is catego-

rized using their value that is calculated using the formula (refer 

Equation 10). 

Finally, the last performance metric that is used to evaluate the 

algorithms is confidence interval. Unlike the other measures that 

use only a single measure, the confidence interval provides the 

result using the range value. Basically, the result for the confi-

dence interval will reflect the accuracy value. Therefore, the result 

from SVM demonstrated a highly confidence level with a range 

between 72.07% to 90.76%, as it also gains the highest accuracy 

value which is 76.62%. This means that a range of possible accu-

racy for SVM is from 72.07 to 80.76 with confidence of 95%. The 

overall result of SVM can be found in Table 2. 

 

Table 2: Result for SVM classification based on each class of DR 
  Class Accuracy Sensitivity Specificity Precision Recall F-Measure    Kappa            CI 

NODR 0.8481 0.9771 0.9054 0.8481 0.8758 

NPDR 76.62 0.7950 0.7545 0.6995 0.7950 0.7442      63.28       72.07,80.76 

PDR 0.7813 0.7812 0.6897 0.7813 0.7327 

 

Table 3: Result for classification based on each class of DR 

Class Techniques Accuracy (%) Sensitivity Specificity Precision Recall F-Measure 

Class NODR SVM 76.62 0.8481 0.9771 0.9054 0.8481 0.8758 

 ANN 72.47 0.9241 0.9608 0.9825 0.8241 0.8235 

 KNN 67.01 0.7215 0.9850 0.6706 0.7215 0.6951 

Class NPDR SVM 76.62 0.7950 0.7545 0.6995 0.7950 0.7442 
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 ANN 72.47 0.6521 0.7946 0.5585 0.6521 0.6017 

 KNN 67.01 0.6335 0.7857 0.6800 0.6335 0.6559 

Class PDR SVM 76.62 0.7813 0.7812 0.6897 0.7813 0.7327 

 ANN 72.47 0.5793 0.8000 0.6000 0.5793 0.5895 

 KNN 67.01 0.6828 0.7875 0.6600 0.6828 0.6719 

 

4.1. Comparison of Algorithms 
 

There are many classifiers in the area of machine learning that 

have the potential to solve the problem of DR classification. How-

ever, there were two classifiers that had been decided as compari-

son classifiers for this study. The comparison classifiers were 

selected based on a few criteria. First, the classifier must be a su-

pervised machine learning as the data used for this study was la-

belled data. Next, the classifier must have the ability to handle 

numerical and categorical variables as the variables in the dataset 

were numerical and categorical variables. 

Besides, the classifier is known to have solved many classification 

problems with good result. Based on the highlighted criteria, KNN 

and ANN satisfied all the criteria and hence chosen to be used in 

this study as the comparison classifiers. Based on previous litera-

tures, these two classifiers have shown high capability in solving 

classification problems. The parameter of KNN was set as k=5 

and for ANN, the hidden nodes = 70, maximum number of itera-

tions = 100. Performance results of SVM were compared to the 

performance result of KNN and ANN. They were compared based 

on the same metrics as mentioned in Section 3. Based on the re-

sult, it was clear that the proposed SVM outperformed KNN and 

ANN. When compared to ANN, the accuracy of SVM and ANN 

were not much different as they were differed only by 4.15 %. 

However, SVM showed much greater performance when com-

pared to KNN with 9.61 % differences in accuracy. These findings 

showed that SVM was more capable than ANN and KNN to han-

dling multiclass DR Classification. 

For the class of NODR, the performance of SVM was high which 

was more than 0.8481 % of each performance metrics. However, 

it was lower than the sensitivity of ANN. The lower performance 

of SVM was due to the fact that SVM was wrongly classified 6 

data to NPDR, which means it had wrongly recognised the clinical 

variables of a person that did not have DR as a person with 

NPDR, while ANN only misclassified three persons to NPDR. 

Compared to KNN, SVM showed a better performance compared 

to KNN, as it only had metrics reading starting from 0.6706 to 

0.9850 %. The largest difference was on the precision of the algo-

rithms where SVM able to show 0.9825 while KNN only had 

0.6706 of sensitivity. However, the specificity value of SVM was 

lower than KNN, which means SVM had lower capability to rec-

ognized patients that do not have DR compared to KNN as the 

purpose of the sensitivity is to test how good the algorithm is to 

recognise the positives. 

In the class of NPDR, SVM also showed a better performance 

com- pared to ANN and KNN. However, the performance is start-

ed to lower due to the fact that more data were not successfully 

classified.  

From the Table 3, the F-measure showed a balance between preci-

sion and recall of this class which was lower than in NODR, with 

difference of 0.1316 %. However, SVM was better than ANN and 

KNN which have 0.6017 and 0.6559 of F-measure respectively. 

In the classes of PDR, most of the data that were not correctly 

classified are fell into the category of NPDR. It brings a meaning 

that the SVM as well as KNN and ANN had a tendency to classify 

a person with PDR as having NPDR. There was only a case which 

involved misclassification of PDR persons into NODR. The rea-

son that the algorithms had more tendency to misclassify into 

NPDR was because the characteristic of clinical variables for PDR 

person is quite similar to the NPDR’s. In references to the stages 

of DR severity, PDR patients are ones from the NPDR stage. 

Thus, the algorithms should have a good ability to recognize if a 

patient is still in NPDR stage or starting to move into the PDR 

stage based on the clinical variables.  

The CI and kappa statistic showed in the Table 4 were used to 

reverify again the performance mention in the previous paragraph. 

From the table, it shows that the pattern of SVM performance was 

the same as mentioned before. It had the highest performance 

compared to ANN and KNN. 

 
Table 4: Confidence Interval and Kappa Statistic 

Algorithm/Result SVM ANN KNN 

Lower Limit 72.07 67.71 63.67 

Upper Limit 80.76 76.87 73.18 

Accuracy 76.62 72.47 67.01 
Kappa Statistic 67.55 57.30 51.38 

5. Analysis and Discussion 

SVM is known to have a good performance in the previous re-

search. It has demonstrated high ability in solving classification 

problems in many fields such as in biomedical and bioinformatics. 

So, it is not uncommon when it also showed a high performance in 

this study. The factors contributed to a high performance of SVM 

were analysed. It was found that its performance was, indeed, 

depended on the choice of parameters, cost and gamma. A good 

combination of cost and gamma values helps SVM to get an opti-

mal separating hyperplane in the feature space. The hyperplane 

helps to discriminate between two classes after the input data have 

been transformed into high-dimensional space. However, in this 

case, it worked with multi- class scenarios to discriminate between 

the three classes. 

The performances of SVM for each class were also analysed and 

they were compared to other classes of DR in KNN and ANN. 

While comparing the performances of SVM based on each class, it 

was obvious that SVM also had a better performance in each of 

the classes. For the selected algorithms that were used for compar-

ison classifiers in this study which were KNN and ANN, a few 

reasons could explain the inability of both algorithms to outper-

form SVM. First, the parameters used during the development of 

the algorithms might still not be the optimal parameters. With 

parameter (k=5) for KNN, it could not effectively classify the data 

to the correct group of neighbours.  

While for ANN, with a small number of hidden nodes (h=70) and 

(Imax=100), it did not help the ANN to learn the data. Therefore, 

they were unable to classify the data at the highest capacity. 

In this study, the result performance that demanded a high atten-

tion was the sensitivity value of an algorithm. It has already been 

mentioned by [18] that suggested the index, sensitivity has to be 

the first to be considered. This is because in the reality of medical 

care cases, if a patient is true positive but he/she has not cured 

further, blindness. Based on the analysis of the performance, SVM 

had a high sensitivity value for each class. In the other algorithms 

that were compared to SVM, the sensitivity values were quite low, 

such as in KNN the lowest value was 0.6335 % and it has to be 

improved.  

6. Conclusion 

In this paper, a study on the most well-known classifier, SVM has 

been done in detail. The aim was to find classifier with an optimal 

or near-optimal accuracy value in DR classification. From the 

study, re- sults obtained show that SVM gives the best perfor-

mance compared to KNN and ANN with 76.62 % of accuracy. 

The implementation of the proposed DR classification with a good 

performance will be able to serve as an aid in assisting experts in 
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the diagnosis of DR. It can help experts in improving decision 

making and become a standard guideline for the diagnosis. 

In addition, it is highly important to classify and categorise the 

stage of severity of DR in order to establish adequate therapy. 

With proper management, cases of visual loss can be prevented. 

With the healthcare industry continually looking to improve the 

efficiency and throughput, this study seems to be a satisfactory 

solution that can provide quick result and timely manage eye 

screening. 

In conclusion, this research is expected to give significant impacts 

to community and would become one of the key for optimizing 

the health sector service in the future. Further studies should be 

con- ducted to improve performance of these classification tech-

niques by using larger dataset. The other supervised machine 

learning tech- niques such as hyperparameter optimization and 

hybrid supervised machine learning can also be incorporated. The 

other performance measure such as time complexity can also be 

included. 
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