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Abstract 
 

The performance of robot arm motion generated via neural network are presented in this paper. The robot arm motion for obstacle avoid-

ance simultaneously optimizing three functions; minimum distance, minimum time and minimum energy are generated. Four different 

initial and goal position had been chosen to test and analyze the performance of generated neural controller. The same neural controllers 

can be employed to a different range of initial and goal position. The motion generated yield good results in the simulator. In this re-

search a new approach for intelligent robot arm path and motion generation are successfully implemented. 
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1. Introduction 

Human being is said to have unique traits compared to other living 

creatures. Human being has the ability to think constructively, and 

fulfill daily needs by performing various kind of task, which may 

be complicated and need further scrutiny. However, as time goes 

on, smart humanoid robots are developed to do simple daily rou-

tines which are normally done by humans. For instance, taking 

order in the restaurant and as a receptionist in the hotel.  

As the technology progresses, researchers are looking into possi-

bilities to create humanoid robots with the capability and ability to 

mimic simple human movement. The movement is related to 

reaching and moving an object from one place to another. As easy 

as it may seem, there are certain requirements that should be taken 

into consideration. For instance, if the humanoid robot is pro-

grammed to perform simple movement such as to move an object, 

it needs to identify at least seven different elements namely shape, 

size, position, color (for object’s identification purposes), as well 

as optimum distance, speed and energy (for the robot’s hand 

movement). This is crucial to ensure smooth and accurate travel-

ling path, especially, if there is a lot of obstacles around the cho-

sen or specific object. Hence, there is a need to clearly determine 

the object’s position, the robot’s hand initial position (starting 

point), as well as the travelling path. 

To ensure a successful implementation, motion generation charac-

teristics such as optimum speed and distance, as well as obstacle 

avoidance should be clearly determined for the robot’s hand to 

mimic or perform as how human’s hand performed. Motion gen-

eration characteristics is the combination of two or more motion 

characteristics which will affect the robot’s performance, depend-

ing on the requirements which is stated by the researcher.  

The approach to the development of motion generation character-

istics has been conducted in previous research using two different 

methods namely Rapid-Exploring Random Trees (RRT) and Rap-

id-Exploring Dense Trees (RDT). For RRT algorithm, the main 

focus is to optimize the degrees of freedom when the robotic arm 

named ARMAR-III is performing the given task [1]–[4]. On the 

other hand, RDT is related to fine-tuning the parameters to detect 

crash automatically until the final or best solution is obtained [3]. 

The finding has proven that the performance for RDT is superior 

than RRT. 

In other works, [5] utilize a segmented positioning method and it 

had been implemented in an established service robot manipulator 

motion. Higher accuracy had been achieved by utilizing the robot 

vision system. A minimum time industrial robot arm motion gen-

eration had been proposed by [6]. In this study, the robot manipu-

lators’ dynamic model is utilized to regulate the maximum kine-

matic constraints. On the other hand, a single objective robot arm 

motion had been introduced by [7]. However, the minimum dis-

tance, minimum velocity and minimum acceleration objective 

function for robot arm motion generation had been implemented 

as separate entity. 

Opportunely, a motion generation via multi-objective characteris-

tics has been proposed by [8] and [9]. Five objective functions are 

considered for the study. The five objective functions are con-

structed to achieve minimum angular displacement, minimum, 

Cartesian distance, minimum angular velocity, minimum Carte-

sian velocity, as well as minimum energy. A planar robot is used 

to test the performance and capability of the proposed method. A 

similar approach is applied by [10] for generating parallel kine-

matics machine motion. Three different objective functions were 

chosen in their work; namely minimum shaking force, minimum 
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used of electric energy by the actuators, as well as maximum 

torque.  

Interestingly, [5] had conducted a study of an enhanced version of 

a multi objective genetic algorithm (MOGA). In order to develop 

a multi-degree of freedom planar robot arm motion, an approach 

called as non-dominated sorting differential evolution algorithm 

(NSDE) is used. The NSDE is used to optimize three different 

objectives simultaneously. The three different objectives that had 

been optimized are, avoidance of singularity, obstacles and joint 

limit. In other work which is conducted by [11], two types of mul-

ti objective evolutionary algorithms (MOEA) has been proposed. 

The two types of MOEA are known as multi-objective differential 

evolution (MODE) and non-dominated sorting genetic algorithm 

(NSGA-II). The robot end effector motion can be generated by 

these two methods. The robot need to do a pick and place task 

while avoiding three obstacle and simultaneously minimizing the 

distance and energy. 

As for this research, the evolved neural controller for generating 

the robot motion of the robot arm, three different optimization 

functions had been introduced based on the needs or requirements 

of this study. The three different functions are optimum time, dis-

tance and energy. Those three criteria are chosen based on human 

arm motion criteria and it covers range of the required robot’s 

motion for the execution of task. A simulator were developed in 

MATLAB environment to test and compare the performance of 

generated neural controller. On the other hand, the distinctiveness 

of this research is the usage of a single neural controller to gener-

ate the robot’s arm motion in an extensive range of the initial and 

intended locations. In laymen’s term, the humanoid robot itself 

intelligently choose the best neural controller depending on the 

task which is required to be executed. 

2. Problem formulation 

In this research, a robot arm simulator had been developed in 

MATLAB GUI environment to implement and test and analyse 

the performance of proposed controller. The robot arm motion is 

generated for pre-determine initial and goal positions as in Figure 

1. In order for the robot to execute the task, there are numbers of 

optimal path, trajectories and velocities characteristics need to be 

considered. The generated neural controller is tested with four 

different set of initial and goal position as tabulated in Table 1. In 

this experiment, the behaviour of the generated neural controller 

will be compared and discussed. 

 
Fig.1: Robot arm simulator 

 

Table 1 Simulation parameters 

Environment Setup 
Initial Position Goal Position 

xinit yinit zinit xg yg zg 

Trajectory 1 

(NC1L 

Neural 

Position 

1 
20 0 -50 15 38 -36 

Position 20 0 -50 5 38 -36 

Controller) 2 

Position 

3 
30 0 -50 15 38 -36 

Position 

4 
20 0 -50 10 30 -30 

3. Evolutionary algorithm 

3.1. Neural networks 

A feed-forward artificial neural network (FFNN) with single hid-

den layer is utilized in this research. Figure 2 show the applied 

FFNN with 3 inputs and 3 outputs. FFNN is chosen based on its 

simplicity, flexibility and very robust compared to other type of 

FFNN such as back-propagation neural networks (Montana & 

Davis 1989). 

Fig. 2 Single layer FFNN 

A set of FFNN solutions are generated, for the robot arm to travel 

from its starting position to desired goal position (as in Figure 1). 

Each neural controller receives three different inputs, representing 

the elbow angle and two shoulder angle, which is the differences 

between the robot hand starting and goal positions coordinate in x, 

y and z axis (Cartesian). A sigmoid function had been introduced 

to determine the hidden and output unit of the FFNN  (Equation 1).  

 

 
   (1) 

 

Genetic Algorithm is utilized to optimize all the weight connec-

tions of the neural controller.  

3.2. Multi objective genetic algorithm (MOGA) 

Solving optimization problem with several objectives definitely 

need to be analysed with an irrefutable method. Evolutionary algo-

rithm has been proven to be a reliable approach when dealing with 

multiple objectives problem. MOGA had been chosen for solving 

complex optimization problem and provide better solution com-

pare to deterministic method such as Jacobian [12]. MOGA has 

the capability to optimize more than one objective function and 

produce multiple solution in a single run.  

 

A non-dominated sorting GA (NSGA) was utilized to generate the 

motion neural controller. NSGA has better performance than other 

multi-objective evolutionary algorithms  (MOEA) and it had been 

proven by [13]. NSGA can successfully determine a multiple Pa-

reto optimal solution for the robot arm. The details explanation of 

MOEAs are discussed by [14]. Table 2 below shows the overall 

summary of GA parameters utilized in this paper. 
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Table 2 Summary of GA parameters 

No. of Sub-populations 3 

No. of Individuals 650, 650, 500 

No. of Maximum Generations 80 

4. Optimization Functions 

There is a lot of robot motion characteristics to date, which can be 

tested. However, the focus of this study is on executing every day 

task. Hence, three objective functions were chosen with respect to 

this study. The three objective functions are optimum time (OT), 

optimum distance (OD) and optimum energy (OE).  

4.1. Optimum time (OT) 

The optimum time for the robot’s hand to move from its reference 

position (initial) to the desired position is chosen as the first crite-

rion. Moving from one point to another is very significant to be 

chosen as one of the optimization function, where the robot arm 

can move freely in any direction or from one point to another. 

Therefore, the objective function is to optimize the number of 

steps involved for the robot to reach the desired goal position. 

f1 number f step                          (2) 

4.2. Optimum distance (OD) 

Optimum distance can be defined as the shortest path from the 

initial position to the goal position. Hence, it is selected as one of 

the objective functions since it is related to the robot’s arm move-

ment for one place to another. The optimization function for dis-

tance is as follows: 

f2 abs ( rti – sd)                         (3) 

where  

• rti - sum of robot hand moving trajectory distance  

• sd - shortest distance initial to the goal position 

4.3. Optimum energy (OE) 

To minimize energy and power consumption, the robot’s hand 

should move with constant acceleration, hence moving in a more 

stable manner. For this study, the velocity from the motion of the 

robot’s arm will increase gradually from the initial point and de-

crease gradually towards the goal position. In order for the robot 

to have these motion characteristics, two rejection functions had 

been applied. Therefore, the optimum energy objective function is 

as follows: 

f3 ahand + (vhand_end * w) + (nvc * w)             (5) 

where  

• Σahand - summation of robot hand acceleration 

• vhand_end - robot hand velocity when approaching the de-

sired goal position,  

• w - weight variable 

• nvc – no. of velocity fluctuation.  

The minimization and optimization of velocity fluctuation is im-

portant in order to have optimum energy usage throughout the 

trajectories. The weight function (w) had been introduce to adjust 

the priority between vhand_end, Σahand and ncv.  

 
Fig. 3: Selected neural controller for optimizing all three objective func-

tions 

5. Result 

The 80th generation Pareto front optimizing all the three criteria 

for the left hand (Figure 3), show a good and clear comparison 

among objective functions. The Pareto front shows 12 neural con-

trollers and the best neural controller had been chosen from the 

generated Pareto front, NC1L (Neural Controller for Left Hand – 1) 

as in Figure 3. The neural controller matrix had been implemented 

in the simulated environment. 

The robot arm motion for position 1 (refer Table 1) is shown in 

Figure 4. The neural controller shows good performance optimiz-

ing all three-objective function, optimum time, distance and ener-

gy simultaneously. The position is similar to the position when 

generating the neural controller. It can be observed from the mo-

tion the speed of the robot arm is constant and produce the opti-

mum distance and time.The same generated neural controller is 

further tested in a different goal position in x-axis direction. The 

goal position is shifted 15 cm from its original position (Figure 5) 

and the robot arm manage to execute the task successfully.  

 

For position 3, the robot arm is required to start the motion at 

different initial position from the generated neural controller. The 

initial position is shifted 10 cm from its original position in x-axis  

direction and it is shown in Figure 6. The robot arm  is 

successfully completed the task in optimized manner. 
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Fig. 4: Robot arm motion for position 1, initial (20,0,-50) and goal (15,38,-

36) 

 

 

 
Fig. 5: Robot arm motion for position 2, initial (20,0,-50) and goal (5,38,-

36) 

 
 

 

 

 

 

Fig. 6: Robot arm motion for position 3, initial (30,0,-50) and goal (15,38,-

36) 
 

Finally, the goal position is shifted in all three axes to a totally 

new goal position (Figure 7). The generated neural controller suc-

cessfully maintains its performance and able to reach the goal 

position form it’s reference position while avoiding the obstacle 

and table.   
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Fig. 7: Robot arm motion for position 4, initial (20, 0,-50) and goal (10, 

30,-30) 

6. Conclusion 

In this paper, an evolutionary-based arm motion generation in 

dynamic environment had been proposed. The performance in 

simulated environment had been tested and the results show an 

optimized trajectory of the robot arm. Four different initial and 

desired goal positions of the robot arm had been tested on the 

generated neural controller and the arm’s motion show good per-

formance. The robot arm has successfully reach the goal position 

utilizing only one neural controller and simultaneously optimizing 

distance, speed and energy.  
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