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Abstract 
 
Discrimination prevention in Data mining has been studied by researchers. Several methods have been devised to take care of both direct 
and indirect discrimination prevention. In order to prevent discrimination, each of these methods tries to minimize the impact of discrim-
inating attributes by modifying certain discriminating rules. The discriminating rules are identified using certain threshold and discrimi-

nation measure such as elift for direct discrimination and elb for indirect discrimination. Performance of these methods are measured and 
compared in terms discrimination removal using DDPD, DDPP for direct discrimination and IDPD, IDPP for indirect discrimination as 
well as resultant data quality using MC and GC for both kinds of discrimination. 
This paper deals with study of use of discrimination measures other than elift such as slift, clift and olift. The empirical evaluation pre-
sented here shows that slift provides best overall performance. 
 
Keywords: Data Quality, Discrimination Measures, Discrimination Prevention, Direct and Indirect Discrimination Prevention. 

 

1. Introduction 

Along with secrecy, discrimination is a very essential problem 
when allowing for the lawful and decent features of data mining. It 
is other than recognizable that the mainstream people do not need 
to be differentiated because of their gender, nationality, religion, 
age also so on, mostly when those aspects are used for making 

results almost them like giving them a profession, credit, Life 
cover, etc. determining such possible favoritisms and excluding 
them from the training data without harming their decision-
making utility is therefore extremely popular. For this purpose, 
antidiscrimination techniques encompassing discernment recogni-
tion and preclusion have been announced in data mining. Dis-
cernment anticipation contains of propose models that do not lead 
to discriminatory results even if the innovative training datasets 

are principally biased. In this work, by concentrating on the dis-
cernment preclusion, we present arrangement for categorizing and 
observing discernment anticipation schemes. Then, we originate a 
group of pre-processing discernment anticipation schemes and 
designate the different features of every methodology and how 
these methodologies deal with direct or indirect discrimination. A 
creation of metrics used to estimation the presentation of those 
methodologies is also quantified.  
Discrimination prevention in Data mining has been studied by 

researchers. This paper deals with study of use of discrimination 
measures other than elift such as slift, clift and olift. Rest of the 
paper is organized as follows. Section 1 provides introduction, 
related work is presented in section 2. Section 3 deals with empiri-
cal work carried out while Section 4 deals with experimental re-
sults and discussions. Conclusions are provided in section 5. 
 
 

 

2. Literature Survey 

Three approaches for discrimination prevention, namely, pre-

processing, in-process and post processing have been discussed in 
[1, 4, 5]. Pre-processing approach demands extraction of fast asso-
ciation rules [2]. A useful survey of various techniques to hide 
association rules has been discussed in [3]. Description of applica-
tion specific discrimination in data mining has been reported in [4]. 
Three graphical models called modified Naïve Bayes, 2 Naïve 
Bayes and latent variable model have been suggested to perform 
discrimination free classification [6] and uses post-handling tech-

nique. Salvatore et al. [7] developed the DCUBE framework that 
could be utilized by proprietors of socially delicate choice data-
bases, antidiscrimination specialists and examiners, scientists in 
sociologies etc. Background knowledge based discrimination pre-
vention technique is proposed in [8]. 
In all four algorithms have been proposed for direct, indirect and 
mixture of direct and indirect discrimination prevention in [1] with 
details of algorithms and empirical evaluation. The algorithms 

make use of elift and elb as discrimination measures and sug-
gested further investigation of use of other discrimination meas-
ures such as slift, clift, olift etc on performance parameters. 

3. Proposed Work 

The basic definitions such as Direct Discrimination, Indirect Dis-
crimination, PD and PND Rules, various discrimination Measures, 

performance parameters such as discrimination Removal and data 
quality such as Misses cost (MC) and Ghost Cost (GC) etc are 
available in [1] and thus not provided here. 
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The experimental work is carried out as per the algorithms 1, 2, 3 
& 4 as provided in [1]. The detailed pseudo code is available in [1] 
and thus not reproduced here. The two datasets, namely, Adult 
dataset and the German dataset and the values for Alpha, p, Sup-
port and Confidence used in proposed work were exactly same as 
used in [1]. For Impact minimization, as reported in [1], they have 
used elift as the discrimination measure for algorithms 1, 2 and 3 
and combination of elift and elb for algorithm 4. Since the basic 

goal of this work is to study the effect of use of discrimination 
measures other than elift on the performance parameters. Thus in 
each algorithms 1 to 4, experimentation makes use of slift, clift 
and olift instead of elift in all four algorithms. In case of algorithm 
4, the combination slift & elb, clift & elb and olift and elb was 
used instead of elift & elb.  

4. Results and Discussions 

Tables 1 to 10 below provide details of the results. The pair of 
tables, say Table 1 & 2 and Table 3 & 4 and so on Table 9 & 10 
are used for each method such as DRP Method 1, DRP Method 2 
and so on with one table for Adult dataset while the other for 

German dataset. In each of these tables, the first two rows are as 
given in [1]. The first row shows values for Discrimination Re-
moval and data quality when all discriminating attributes are re-
moved while second row shows the values when a particular 
method is used with discrimination measure elift/elb as the case 
may be. The next three rows shows the values based on our exper-
imentation, one row each for discrimination measure slift, clift and 
olift in that order. Values shown in all the rows of each of ten 

tables assume value of alpha to be 1.2, support of 2% for Adult 
dataset and 5% for German dataset were used as were used in [1]. 
Confidence of 10% was used for both datasets. Impact minimiza-
tion technique as suggested in [1] was used. Number of records 
(32,561 & 1000) used from both datasets, conversion of numeric 
attributes (such as Age in Adult dataset) to categorical, type of DIs 
used (Sex=Female, Age=Young for Adult dataset and Foreign 
Worker = Yes, Personal Status = Female and not single, Age = 

Old) in our experimentation is also exactly as specified in [1]. 
Tables 11, 12, 13 and 14 present the summary of table 1 to table 
10. In all the tables, better values for required parameters are 
marked in bold.  

 

 

Table 1: Performance Comparison of DRP M-1 with Support of 2% and Confidence of 10% For Adult Dataset using Impact  

Methods Alfa No.direct 

Alfa 

Discriminatio 

Rules 

Discrimination Removal Data Quality 

Direct MC GC 

DDPD DDPP 

Removing Disc Attributes as reported in 

Literature 

NA NA NA NA 66.08 0 

DRP M-1 as Reported in Literature 1.2 274 100 100 4.16 4.13 

DRP M-1 Using slift 1.2 288 100 100 3.02 3.37 

DRP M-1 Using clift 1.2 284 100 100 5.02 4.77 

DRP M-1 Using Olift 1.2 288 100 100 3.47 4.02 

No. of Frequent classification Rules : 5092 No. of background Rules : 2089 

 

Table 2: Performance Comparison of DRP M-1 with Support of 5% and Confidence of 10% For German Credit Dataset using Impact 

Methods Alfa No. 

direct 

Alfa Discrimination 

Rules 

Discrimination Removal Data Quality 

Direct MC GC 

DDPD DDPP 

Removing Disc Attributes as reported in Literature NA NA NA NA 64.35 0 

DRP M-1 as Reported in Literature 1.2 991 100 100 15.44 13.52 

DRP M-1 Using slift 1.2 995 100 100 15.08 13.34 

DRP M-1 Using clift 1.2 996 100 100 15.94 13.78 

DRP M-1 Using Olift 1.2 989 100 100 15.56 13.84 

No. of Frequent classification Rules : 32340 No. of background Rules : 22763 

 

For DRP method 1, in case of Adult dataset, the use of discrimina-
tion measures ‘slift’ and ‘olift’ results in desired lower values for 
both MC and GC when compared with ‘elift’. Slift results in low-
est and best values for MC and GC. In case of German dataset, 

only slift provides best values for MC as well as GC. elift provides 
next best values.For both Adult and German datasets, use of any 
of the four discrimination measures results in same and highest 
possible values for both DDPD and DDPP. 

 

Table 3: Performance Comparison of DRP M-2 with Support of 2% and Confidence of 10% For Adult Dataset using Impact 

Methods Alfa No. 

direct 

Alfa Discrimination 

Rules 

Discrimination Removal Data Quality 

Direct MC GC 

DDPD DDPP 

Removing Disc Attributes as reported in 

Literature 

NA NA NA NA 66.08 0 

DRP M-2 as Reported in Literature 1.2 274 100 100 0 0 

DRP M-2 Using slift 1.2 288 100 100 0.20 0 

DRP M-2 Using clift 1.2 284 100 100 0.45 0.17 

DRP M-2 Using Olift 1.2 288 100 100 0.68 0.27 

No. of Frequent classification Rules : 5092 No. of background Rules : 2089 

 

Table 4: Performance Comparison of DRP M-2 with Support of 5% and Confidence of 10% For German Credit Dataset using Impact 

Methods Alfa No. 

direct 

Alfa Discrimination 

Rules 

Discrimination Removal Data Quality 

Direct MC GC 

DDPD DDPP 

Removing Disc Attributes as reported 

in Literature 

NA NA NA NA 64.35 0 
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DRP M-2 as Reported in Literature 1.2 991 100 100 0 4.06 

DRP M-2 Using slift 1.2 995 100 100 0 4.02 

DRP M-2 Using clift 1.2 996 100 100 0 4.06 

DRP M-2 Using Olift 1.2 989 100 100 0 3.99 

No. of Frequent classification Rules : 32340 No. of background Rules :22763 

 

For DRP Method 2, in case of Adult dataset, elift provides best 
value for MC while both elift and slift provides lowest value for 
GC. In case of German dataset, all four measures provide best 

values for MC and ‘olift’ provides best value for GC. For both 
Adult and German datasets, the values for both DDPD and DDPP 
are independent of measure used. 

 

Table 5: Performance Comparison of DRP M-1+RG with Support of 2% and Confidence of 10% For Adult Dataset using Impact 

Methods Alfa p No. 

direct 

Alfa Discrimination 

Rules 

Discrimination Removal Data Quality 

Direct MC GC 

DDPD DDPP 

Removing Disc Attributes as reported in 

Literature 

NA NA NA NA NA 66.08 0 

DRP M-1+RG as Reported in Literature 1.2 0.9 274 100 100 4.1 4.1 

DRP M-1+RG Using slift 1.2 0.9 288 100 100 4.27 4.05 

DRP M-1+RG Using clift 1.2 0.9 284 100 100 5.27 4.65 

DRP M-1+RG Using Olift 1.2 0.9 288 100 100 4.91 4.88 

No. of Frequent classification Rules : 5092 No. of background Rules : 2089 

 

Table 6: Performance Comparison of DRP M-1+RG with Support of 5% and Confidence of 10% For German Credit Dataset using Impact 

Methods Alfa p No.direct Alfa 

Discrimination 

Rules 

Discrimination Removal Data Quality 

Direct MC GC 

DDPD DDPP 

Removing Disc Attributes as reported in 

Literature 

NA NA NA NA NA 64.35 0 

DRP M-1+RG as Reported in Literature 1.2 0.9 991 100 100 13.34 12.01 

DRP M-1+RG Using slift 1.2 0.9 995 100 100 14.06 11.54 

DRP M-1+RG Using clift 1.2 0.9 996 99.10 99.60 13.54 12.46 

DRP M-1+RG Using Olift 1.2 0.9 989 100 100 13.26 11.82 

No. of Frequent classification Rules : 32340 No. of background Rules : 22763 

 

For DRP Method 1 + RG, in case of Adult dataset, elift provides 
best value for MC while slift provides lowest value for GC. In 
case of German dataset, olift provides best value for MC while 

slift wins the race for GC. 

For both Adult dataset, the values for both DDPD and DDPP are 
independent of measure used so is for German dataset only except 
clift. 

 

Table 7: Performance Comparison of DRP M-2+RG with Support of 2% and Confidence of 10% For Adult Dataset using Impact 

Methods Alfa p No. 

direct 

Alfa Discrimination 

Rules 

Discrimination Removal Data Quality 

Direct MC GC 

DDPD DDPP 

Removing Disc Attributes as reported in 

Literature 

NA NA NA NA NA 66.08 0 

DRP M-2+RG as Reported in Literature 1.2 0.9 274 91.58 100 0 0 

DRP M-2+RG Using slift 1.2 0.9 288 93.30 100 0 0 

DRP M-2+RG Using clift 1.2 0.9 284 97.40 100 0.10 0.58 

DRP M-2+RG Using Olift 1.2 0.9 288 94.70 100 0.19 0.77 

No. of Frequent classification Rules : 5092 No. of background Rules : 2089 

 

Table 8: Performance Comparison of DRP M-2+RG with Support of 5% and Confidence of 10% For German Credit Dataset using Impact 

Methods Alfa p No. direct Alfa Dis-

crimination  Rules 

Discrimination Removal Data Quality 

Direct MC GC 

DDPD DDPP 

Removing Disc Attributes as reported in 

Literature 

NA NA NA NA NA 64.35 0 

DRP M-2+RG as Reported in Literature 1.2 0.9 991 100 100 0.01 4.06 

DRP M-2+RG Using slift 1.2 0.9 995 100 100 0.06 4.06 

DRP M-2+RG Using clift 1.2 0.9 996 100 100 0 4.06 

DRP M-2+RG Using Olift 1.2 0.9 989 100 100 0.03 4.08 

No. of Frequent classification Rules : 32340 No. of background Rules : 22763 

 

For DRP2 + RG, both elift and slift provide best values for MC 
and GC for adult dataset, however, slift provides lesser value for 
DDPD. For German dataset, the values of DDPD and DDPP are 

independent of kind of measure used and clift measure provides 
lowest value for MC while elift, slift and clift provides the same 
value   for GC. 

 

Table 9: Performance Comparison of DRP M-2 + IRP M-2 with Support of 2% and Confidence of 10% For Adult Dataset using Impact 

 Methods Alfa No. 

Red 

lining 

Rules 

No. 

Indirect 

Alfa Discrimi-

nation 

Rules 

No. 

direct 

Alfa Discrimi-

nation 

Rules 

Discrimination Removal Data Quality 

Direct Indirect MC GC 

DDPD DDPP IDPD IDP

P 
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Removing Disc Attrib-

utes as reported in Lit-

erature 

NA NA NA NA NA NA NA NA 66.08 0 

DRP M-2+IRP M-2 as 

Reported in Literature 

1.1 21 30 280 100 100 100 100 0 0 

DRP M-2+ IRP M-2 

Using slift 

1.1 29 35 288 100 100 99.40 100 0.12 0 

DRP M-2 + IRP M-2 

Using clift 

1.1 24 34 289 100 100 100 100 0.13 0 

DRP M-2 +IRP M-

2Using Olift 

1.1 30 36 292 99 100 97.50 100 0 0 

No. of Frequent classification Rules : 5092 No. of background Rules : 2089 

 

Table 10: Performance Comparison of DRP M-2 + IRP M-2 with Support of 5% and Confidence of 10% For German Credit Dataset using Impact 

Methods Alfa No. 

Red 

lining 

Rules 

No. 

Indirect 

Alfa Discrimi-

nation 

Rules 

No. 

direct 

Alfa Discrimi-

nation 

Rules 

Discrimination Removal Data Quality 

Direct Indirect MC GC 

DDPD DDPP IDP

D 

IDPP 

Removing Disc Attributes as 

reported in Literature 

NA NA NA NA NA NA NA NA 64.35 0 

DRP M-2+IRP M-2 as Re-

ported in Literature 

1 37 42 499 99.97 100 100 100 0 2.07 

DRP M-2+ IRP M-2 Using 

slift 

1  37 42 503 99.97 100 100 100 0 2.02 

DRP M-2 + IRP M-2 Using 

clift 

1  37 41 497 100 99.75 100 100 0 2.10 

DRP M-2 +IRP M-2Using 

Olift 

1  37 41 500 100 100 99.8

0 

100 0 2.26 

No. of Frequent classification Rules : 32340 No. of background Rules : 22763 

 
For DRP Method 2 + IRP Method 2, elift results in better val-
ues for adult, while slift performs better with German dataset. 

 

 

Table 11: Comparison of Discrimination measures when compared for Data Quality in terms of MC and GC 

Methods Dataset MC GC 

elift slift clift olift elift slift clift olift 

DRP1 Adult 4.16 3.02 5.02 3.47 4.13 3.37 4.77 4.02 

German 15.44 15.08 15.94 15.56 13.52 13.34 13.78 13.84 

DRP2 Adult 0.0 0.2 0.45 0.68 0.0 0.0 0.17 0.27 

German 0.0 0.0 0.0 0.0 4.06 4.02 4.06 3.99 

DRP1+RG Adult 4.1 4.27 5.27 4.91 4.1 4.05 4.65 4.88 

German 13.34 14.06 13.54 13.26 12.01 11.54 12.46 11.82 

DRP2+RG Adult 0.0 0.0 0.1 0.19 0.0 0.0 0.58 0.77 

German 0.01 0.06 0.0 0.03 4.06 4.06 4.06 4.08 

DRP2+IRP2 Adult 0.0 0.12 0.13 0.0 0.0 0.0 0.0 0.0 

German 0.0 0.0 0.0 0.0 2.07 2.02 2.10 2.26 

Average 3.71 3.68 4.05 3.81 4.40 4.24 4.66 4.59 

 

Table 11 shows the comparison of Discrimination measures when 
compared for Data Quality in terms of MC and GC. One can see 

that the slift measure results in the best (lowest) average values for 
Missess cost (MC) as well as Ghost cost (GC) 

 

Table 12: Comparison of Discrimination measures when compared for Discrimination Removal (Direct Parameters) 

Methods Dataset DDPD DDPP 

elift slift clift Olift elift slift Clift olift 

DRP1 Adult                 

German                 

DRP2 Adult                 

German                 

DRP1+RG Adult                 

German     99.10       99.60   

DRP2+RG Adult 91.58 93.30 97.40 94.70         

German                 

DRP2+IRP2 Adult       99.00         

German 99.97 99.97         99.75   

Average 99.16 99.33 99.65 99.37 100 100 99.94 100 

 

Table 13: Comparison of Discrimination measures when compared for Discrimination Removal (Indirect Parameters) 

DRP2+IRP2 IDPD IDPP 

elift slift clift olift elift slift Clift olift 

Adult   99.40   97.50         

German       99.80         

Average 100 99.70 100 98.65 100 100 100 100 
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Table 12 & Table 13 shows comparison of Discrimination 
measures when compared for Discrimination Removal for Direct 
and Indirect Parameters respectively. In both the tables, as the 
values for DDPD, DDPP, IDPD and IDPP are 100 in most of the 

cases, it is shown by √. When they are other than 100, the actual 
value is written. Clift measure provides highest removal in terms 
of DDPD but not for DDPP. Both elift and  clift provides better 
results for IDPD, while all measures perform equally for IDPP. 

 
Table 14: Comparison of Discrimination measures when compared with all six parameters for Discrimination Removal in terms of DDPD & DDPP, 

IDPD & IDPP and Data Quality in terms of MC and GC 

Measure Average value of 

DDPD DDPP IDPD IDPP MC GC 

elift 99.16 100 100 100 3.71 4.40 

slift 99.33 100 99.70 100 3.68 4.24 

clift 99.65 99.96 100 100 4.05 4.66 

olift 99.37 100 98.65 100 3.81 4.59 

 

Looking at Table 14, one can find that slift provides better overall 
performance when averages of all six parameters are considered. 

5. Conclusions and Future Work  

Although, data mining has been used successfully in variety of 
application domains, discrimination and privacy preservation are 
some of the concerns. Several methods have been proposed in the 
literature to prevent direct and indirect discrimination prevention. 
Such methods make use of discrimination measures such as elift 
and elb for impact minimization in case of direct and indirect dis-
crimination prevention. A combination of elift and elb is advo-
cated for hybrid method that combines both direct and indirect 

method for discrimination prevention. 
To the best of our knowledge, use of other discrimination meas-
ures such as slift, clift and olift have not been reported in the lit-
erature. This paper provides empirical evaluation to study the 
effect of various discrimination measures on performance of dis-
crimination prevention.  
The conclusions based on work carried out are  
Considering all six performance parameters, Slift provides the best 

average values for four parameters DDPP, IDPP, MC and GC.  
Use of different discrimination measure has no effect on discrimi-
nation removal in terms of DDPD, DDPP in case of direct  
Discrimination and on IDPP in case of hybrid (direct + Indirect) 
method.  
Performance of none of the measure is always independent of the 
method and datasets used  
In the computation of impact minimization as reported in [1], the 

authors make use of only premises of a frequent association rules. 
We intend to make use of the whole rule instead of only premises 
as well as partial match of premises of the rules as a future work. 
Also presented results are with value of Alpha as 1.2 and given 
support and confidence values. Effect on performance parameters 
due to variation in values of Alpha, Support, confidence etc needs 
further investigation. Empirical evaluation such as this is carried 
out only with two datasets. Ideally such evaluation is to be carried 

out on several datasets. However, to the best of our knowledge, no 
datasets other than Adult and German are available.   
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