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Abstract 
 

Due to the wide spread information and the diversity of its sources, there is a need to retrieve important and concise information. This 

information must be accurate, harmonious in linking phrases and coordinated in a new content with less time and effort. Text summariza-

tion is one of the most important applications of Natural Language Processing (NLP). The goal of automatic text summarization is to 

create summaries that are similar to human-created ones. However, in many cases, the readability of created summaries is not satisfactory, 

because the summaries do not consider the meaning of the words and do not cover all the semantically relevant aspects of data. In this 

paper we use syntactic and semantic analysis to propose an automatic system of Arabic texts summarization. This system is capable of 

understanding the meaning of information and retrieves only the relevant part. The effectiveness and evaluation of the proposed work are 

demonstrated under EASC corpus using Rouge measure. The generated summaries will be compared against those done by human and 

precedent researches. 

 
Keywords: Abstractive Summarization; Ontology; Semantic Similarity; Syntactic Analysis; Word Sense Disambiguation. 

1. Introduction 

There is an ever-increasing need for better automatic systems of Arabic text summarization with the explosion in the amount of         

information available. We find huge information online daily in the unstructured documents specifically . Information retrieval from 

unstructured text is more complex than structured or semi-structured text. It is a big challenge to analyze and retrieve Arabic information 

because of the difficulties in manipulating  Arabic language and lacking of researches and tools about Arabic language processing. 

Automatic text summarization has many features such as: number of input documents (single or multiple), purpose (generic, domain 

specific, or query-based), Output (Informative or Indicative). There are two major approaches to summarize a text: 

* Extractive Method: This type identifies the important sections of the text depending on statistics like word location and number of its 

repetition through the text. This method does not provide accurate results because it generates non concise subset of the sentences from 

the original text. Therefore, the new text content is not trusted because of the less level of importance  related information. 

* Abstractive Method: This type of summary generates a new brief text which contains accurate and non-duplicate information.  

It understands the whole text depending on the concepts of the words and its significance. To accomplish this we must know about the 

science of linguistics. The abstractive summarization methods under semantic based approach rely on semantic representation of the   

original document text. These methods produce concise, rich information, coherent, and less redundant summary as well as improve the 

linguistic quality of the summary (1). Obviously, abstractive summarization is more advanced and closer to human-like interpretation. 

The proposed system produces a generic and informative single Arabic document summarization. It depends on the concepts of the 

words and semantic relations between them.  

The main contributions of this paper are as follows: First: It introduces a good study for semantic similarity techniques where they can be 

used in many applications of  NLP. Second, the proposed method is domain independent that does not need any domain-specific 

knowledge or features. Finally: the proposed method is efficient and precise, and the applied  experiments demonstrate them. 

The rest of the paper is structured as follows: Section two gives insights into related works for text summarization techniques and      

especially for Arabic researches. Section three presents Challenges in Arabic NLP (Natural Language Processing). Section four presents   

features of using ontology. Section five talks about Arabic WordNet Ontology. Section six Studies the measurement techniques of     

semantic similarity. The proposed method is described in section seven. The data set, experiments and result evaluation are described in 

section eight. Finally, in section nine, a conclusion and perspectives are presented. 
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2. Related works: 

Automatic text summarization gained attraction as early as the 1950s. It is very challenging, because the summary must be concise and 

fluent while preserving key information content and overall meaning.  Luhn et al. (2) introduced a method to extract sentences from the 

text using features such as word and phrase frequency. They proposed to weight the sentences of a document as a function of high      

frequency words, ignoring very high frequency common words. 

Arabic Text summarization is still in its infancy compared to the literature on English. It has started by work of (Conroy et al., 2006; 

Douzidia and Lapalme, 2004). Oufaida et al. (3) presented extractive summarization system for both single document and multi-

documents; the sentences to be summarized were selected based on the ranks of their terms.  

S.Ismail et al. (4) worked on three modules; first they convert the input Arabic text into a semantic graph called Rich Semantic Graph 

(RSG). The second module is performing graph reduction. The Last module is generating the summary from the reduced graph.  

M. A. Alwan et al. (5) proposed a model of four stages ,preprocessing, representing the multi-documents by directed weighted graph, 

traversing the graph and finally applying structural rules to generate summarized sentences. Azmia et al.(6) integrated the advantages of 

an RST-based system and Frequency computation. They assumed the higher the frequency the more important is the word.                      

Al Breem (7) built an automatic text summarization for large-scale multi Arabic documents using Genetic algorithm and MapReduce 

mode. In (8) Researchers applied clustering algorithms to group documents into many clusters. Then, they used Key phrase extraction to 

extract the important Key phrases from each cluster. In (9) Researchers used Ontology for extracting concepts and defining semantic 

relations between them. Then, they applied decision tree algorithm for generating summary. A. Qaroush et al. (10) considered that      

sentences which contain cue- words or strong ones must be in the summary, whereas the weak words refer to un important sentences. 

Also. They proposed machine learning based approach which use many statistical features such as sentence‟s length and location. 

Unlike previous studies that introduced extractive summarizer using various statistical techniques, our work focuses on analyzing words 

based on their semantic meanings. We use syntactic and semantic analysis in order to retrieve the most relevant sentences whereas the 

poor one will not be in the summary. We achieve both semantics objectives namely coverage and diversity. 

 

3. Arabic language forms and challenges in Arabic NLP 

 
Arabic Language is the largest group of Semitic languages. It is the native language for more than four hundred millions centered in the 

Arabic region. The Arabic alphabet consists of 25 permanent characters and 3 audio characters that take different forms depending on 

their position in the text. Semantic processing for Arabic language tends to be more complex than it is for English Language because of: 

The absence of capitalization in Arabic, makes it hard to identify titles, acronyms, and abbreviations. Also, Arabic is derived, which 

makes morphological analysis a very complex task (11). 

 

4.  Ontology 
 

Ontology is a representation on the level of word meanings, independently of a particular application (General Domain) such as WordNet. 

WordNet as a lexical resource offers broad coverage of the general lexicon. It has been employed as a resource for many applications in 

information retrieval. Knowledge of words lies not only in their meanings but also in the context in which they occur. Linking words to 

appropriate senses provides the desired conceptual information. Terms holding identical meanings are organized around the notion of a 

synset. Synsets are linked to each other via pre-defined lexical relations (12). 

 

5. Arabic WordNet ontology 
 

Arabic WordNet is currently under construction following a methodology developed for Euro WordNet. It consists of 11,270 synsets 

(7,961 nominal, 2,538 verbal, 661 adjectival, and 110 adverbial), containing 23,496 Arabic expressions. This number includes 1,142 

synsets that correspond to named entities which have been extracted automatically and are being checked by the lexicographers (13). 

 

6. Measurement techniques of semantic similarity 
 

Semantic is the study of words‟ meaning, their structure, and their relationships with other words. Measuring of semantic similarity   

between texts is considered an important filed in the applications of artificial intelligence and computational linguistics like document 

summarization, text mining, machine translation and many others.  Semantic similarity is a metric defined over a set of documents or 

terms, which refers to the proximity of two concepts within a given ontology. The distance between two concepts is a numerical        

representation of how far apart two concepts are in some geometric space, and can be considered the inverse of semantic similarity (i.e. if 

distance between concepts is „0‟ then the semantic similarity is „1‟ and vice versa). If this relationship between distance and semantic 

similarity holds, having similarity or distance metrics allows the use of the ontology to search efficiently for related items, or to identify 

associations between concepts that may not be immediately obvious to the user. However, it is a challenging task since it has difficulties 

in using semantic analysis tools and linguistic resources like WordNet. They require memory for saving the semantic information, and 

processor capacity for additional linguistic and semantic knowledge processing (14). 

We can classify the main methods of measuring the semantic similarity by the type of knowledge representation (sources of information): 
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6-1 Corpus based measure  

 

Corpus-based measures of word semantic similarity try to identify the degree of similarity between words using information statistically 

exclusively derived from large corpora. We can also conclude the similarity between the sentences depending on the co-occurrences of 

words within the corpus (15). 

The measure introduced by Resnik (1995) returns the information content (IC) of the (LCS) Longest Common Sequence of two 

concepts : (16) 
 

                      
                                                                                                                                                                                                                    (1) 

Where IC is defined as: 
 

                                                                                                                                                                          (2) 

P(c) is the probability of encountering an instance of concept c in a large corpus. 

 

6-2 Knowledge based measure 

 

This approach is based only on the hierarchy or the edge distances. The taxonomy arcs represent uniform distances, i.e. all the semantic 

links have the same weight (17). 

The researcher Miller used the hierarchical semantic dictionary (WordNet) to measure semantic similarity by identifying the distances 

between concepts. The smaller the conceptual distance between concepts, the greater the similarity between them. The value of the simi-

larities varies according to the layer of ontology. For example, the words in the upper layer have more abstract concepts and therefore are 

less similar, unlike words in the lower layers, which have a deeper meaning and thus are more similar. One of the most important and 

popular knowledge-bases is WordNet. Wu and Palmer method of measuring semantic similarity is one of the most popular methods due 

to its computational speed. It measures semantic similarity between two nodes in taxonomy. The principle of its computation is based on 

the depth of nodes (concept1, concept2) from the root node and the distance which separates the LCS (Least–Common–Subsumer) of 

concept1and concept2 from the root node. Shorter distance between two concepts gives more similarity value. The similarity measure is 

defined by the following expression (18): 

 

                                                                                                           (3) 

 

6-3 Hybrid measures 

 

This hybrid approach combines the features of the two previous approaches. It brings us better results and higher evaluation. It can use 

several sources of information and incorporate more than one approach to measure semantic similarities like shortest path between two 

concepts, information content, semantic density of the concept, edge-counting and link weight. 

Li et al. also used WorldNet Ontology. They consider the shortest length between two concepts and the depth of their lowest common 

subsumer to compute similarity (19). The similarity between concepts c1 and c2 is defined as non-linear function: 

                                                                                                  (4) 

Sp: represents shortest path between two nodes. 

N: represents depth of (LCS) in the taxonomy. 

α and β refer to parameters scaling the contribution of the shortest path length and depth, respectively. Based on empirical study, the 

optimal parameters are α=0.2 and β=0.6. 

 

7. Proposed work 
 

We introduce abstractive summaries for Arabic free texts. The role of our system is to generate a summary by picking out sentences 

which are most relevant and contains the main ideas presented in the document. The system has four main stages which are                

morphological processing, syntactic analysis, semantic analysis and generating the summary. Morphological processing converts the 

original text into a structured form. It includes sentence segmentation, word segmentation, stop-words removal, normalization and root 

extraction. In syntactic analysis stage, we use part of speech to identify which phrases must be chunked and extracted. In semantic         

analysis stage, we solve word sense disambiguation and measure semantic similarity of all sentences in order to retrieve the important 

ones. Final stage, we generate the summary based on their scores of similarity and location in the original text. (Figure 1) 

 

7.1 Morphological processing 
 

Next we will describe steps of morphological processing in more details: 
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7.1.1 Sentence segmentation 
 

At this step the text is unstructured, we split it into sentences. We extract each sentence from the original text by finding the sentence 

boundaries. Sentences are assumed to be separated by period, exclamation mark, or commas. 

 

7.1.2 Word segmentation 
 

 At this step, we split the sentences into words to get the Tokens. 

 

7.1.3 Removing stop words 
 

It is an essential step to help identifying the most important words; very common words that appear in the text but carry little meaning 

serve only a syntactic function but do not indicate subject matter. Also, removing stop words help reducing the size of data and time that 

is required for text processing in next steps.  
 

7.1.4 Normalization 
 

 Before further processing, text needs to be normalized. Normalization generally refers to converting all text to the same case such as the  

normalization of (hamza) (إ) or (أ( in all its forms to (alef ( ا) ), and (Taa) (ج) to (Haa (ِ)). Normalization puts all words on equal footing, 

and allows processing to proceed uniformly. 
 

7.1.5 Root extraction 
 

Arabic words are classified into three main categories: nouns, verbs and particles. These words are derived from a root word by adding 

affixes, which are classified into four categories: particles, pronouns, inflectional morphemes, and derivational morphemes. ISRI         

algorithm is used for rooting. The following table shows an example of this stage: 

 

Table 1:Sample output of morphological processing 

 

 

 

Steps Example Output 

Sentence Segmentation 
( ٔ ًْ يرًشكضج تشكم كثٍش فً انجضء انغفهً يٍ غثمح 1غثمح الأٔصٌٔ ًْ انجضء يٍ انغلاف انجٕي نكٕكة الأسض. )

(2انغرشاذٕعفٍش يٍ انغلاف انجٕي نلأسض. )  

Word Segmentation  (9) الأسض( 8( نكٕكة )7)انجٕي  ( 6)انغلاف  ( 5)يٍ  ( 4)انجضء  ( 3)ًْ  ( 2)الأٔصٌٔ  (1)غثمح  

Stop Words Removal  ( 7) الأسض ( 6)نكٕكة  (5)انجٕي  ( 4)انغلاف  ( 3)انجضء  ( 2)الأٔصٌٔ  ( 1)غثمح  

Normalization  (7) الاسض ( 6)نكٕكة  ( 5)انجٕي  ( 4)انغلاف  ( 3)انجضء  ( 2)الأصٌٔ  ( 1)غثمح  

Root Extraction          غثك  غثمح  

 

 
Input  

Original  

Text 

 Document 

Output 

 Summarized 

  Text 

 Document 

Morphological Processing 

Semantic Analysis 

Sentence Segmentation 

Normalization 

 

Removing Stop Words 

Root Extraction 

 

Word Sense 

 Disambiguation 

Semantic  

Similarity 

Word Segmentation 

Syntactic Analysis 

POS Tagging 

Chunking and 

Extracting Key 

Phrase 

 

Generate Summarization  

 

Fig. 1: NLP-based stages  

 

Final summary based on sentences‟ locations  

Primary summary based on higher similarities 
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7.2 Syntactic analysis 
 

The purpose of this stage is to extract the key phrases which conveys the gist of the meaning of the text. We use POS (Part of Speech) 

tagging followed by pattern-based chunking and extraction. Certain tags are more informative than others. For example, Noun tags (start-

ing with NN) would carry more information than prepositions or conjunctions. Similarly, if we would like to know “what” is being  

spoken about, Noun words may be more relevant than others. Also, chunks of words would carry more meaning than looking at 

individual words in isolation. We use (edu.stanford.nlp.ling) package. It contains the different data structures used by JavaNLP for 

dealing with linguistic objects in general. Tag class for linguistic concepts is used  to detect types of all words in the text. For chunking 

the POS tagged text, we have to define what POS pattern we would consider as a chunk. Noun-Adjective combination (NN||NNS - 

JJ||JJR||JJS), Noun-Noun combination (NN||NNS - NN||NNS) can be a useful pattern to extract. Also, It is important to chunk and extract 

proper nouns (NNP||NNPS- NNP||NNPS). Next, we extract chunks matching pattern. Key phrases which consist of two or three words 

and found in many sentences will be used in the last stage to increase score of those sentences.  

 

7.3 Semantic analysis  
 

Arabic WordNet 2.0 in format of XML is used to represent text. Representations in WordNet are not on the level of individual words or 

word forms, but on the level of word meanings. A word meaning, in turn, is characterized by simply listing the word forms that can be 

used to express it in a synonym set (synset). Each node is a synset that represents a concept. As a result, the meaning of the word is  

determined by its sets of synonyms. This is essentially a recursive definition of word meaning. Hence meaning in WordNet is a structural 

notion: the meaning of a word is determined by its position relative to the other words.(13). In our proposed work, WordNet is used for 

extract relationships between concepts by measuring the semantic similarity between them in order to solve the ambiguity of the words‟ 

meaning and retrieve the sentences that are the most relevant. We associate the words in context with their most suitable entry in a 

pre-defined sense inventory (WordNet). To do that, We solve word sense disambiguation by measuring the semantic similarity for each 

concept of the word with the concepts of  three words before it and concepts of three  words after it, then we choose the only one closest 

concept (sense) of the word with the highest similarity value and closest to the meaning of the text. Then, we measure the semantic 

similarity to compute similarity of each word„s sense to all words senses in the text. The method of Li measure (19) which depends on 

the shortest length between two concepts and the depth of their lowest common subsumer is used in our proposed work. Each sentence 

has a score of the semantic similarity which is equal sum of its words‟ semantic similarity scores. We increase the score of the sentences 

that contain important key phrases that are extracted in syntactic analysis stage. Usage of key phrase is very useful for texts that contain 

un semantically-related proper nouns. 

 

7.4 Summary sentences selection 
 

Eventually, the system selects the most important sentences to produce a summary. The sentences are arranged based on their score of 

semantic similarity descending from the highest to the lowest. The first 45% of sentences have been chosen, and not more than 50% of 

words. Finally, the extracted sentences are reordered based on their position in the original document to preserve text coherency and     

arrangement of ideas in the generated summary. 

 

8. Experiments and result evaluation   
 

Evaluation of a summary is a difficult task because there is no ideal summary for both single document and a collection of documents. It 

has been found that human summarizers have low agreement for evaluating and producing summaries. There has been a set of metrics to 

automatically evaluate summaries since the early 2000s. Therefore, Essex Arabic Summaries Corpus (EASC) (EL-Haj et al., 2010) has 

been used for testing and evaluating the proposed method. EASC corpus is a human-generated extractive summary published by a group 

of researchers at Essex University. It comprises 153 articles on different topics and 765 human-generated extractive summaries of those 

articles which have been collected from Arabic newspapers and Wikipedia. For each article in the EASC corpus there are five different 

reference-summaries; each reference summary is generated by a different human. ROUGE is the most widely used metric for automatic 

evaluation. It introduced a set of metrics called Recall-Oriented Understudy for Gisting Evaluation (ROUGE) to automatically determine 

the quality of this summary by comparing it to the human (reference) summaries. We used ROUGE 2.0 API which is language independ-

ent Java package for summary tasks. (20) 

To compare our summaries with those human generated summaries as the benchmark; One thing to note is that the Arabic used in these 

sample texts is what we currently term Modern Standard Arabic. The results show that the system is able to abstract the most important 

concepts which are collected from different parts of the text. The proposed work used precision and recall for  

evaluation. The recall and precision can be computed as: 

Precision is the number of document retrieved that are relevant and Recall is the number of relevant document that are retrieved. 

Ra: Number of correctly retrieved documents 

A: Total number of document retrieved   

R: Total number of relevant document retrieved 

Precision = Ra / A                   Recall = Ra / R 

F-measure is to combine precision and recall into a single measure .This measure usually referred to as F-score.                         

                                                                                                (5) 
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  8-1 Evaluation of NLP-based met(hod 

Example: single Arabic document consists of 379 words. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Summarized text consists of 165 words: 

Fig. 3: Summary generated by NLP-based approach 

 

The result is compared well with five references summary using Rouge1 metric. Table 2 shows the Recall, Precision and F-Score for 

summary generated by our approach we have introduced for the text in Figure 3 

 

Table 2: Performance of NLP-based summarization technique 

 

 

 

 

 

Our approach uses Natural Language Processing techniques. We focus on syntactic analysis and semantics similarity measurement. It 

seems to perform well on many types of texts. The results were good after evaluation under Essex Arabic corpus as follow: 

 

Table 3: Performance of NLP-based approach under Essex Arabic corpus 

Five references 

summary 
Rouge-1 

Dataset Recall Precision F-Score 

 Art 0.513 0.451 0.475 

Education 0.675 0.438 0.517 

Environment 0.570 0.504 0.526 

Politic 0.563 0.451 0.495 

Science 0.556 0.452 0.489 

Religion 0.542 0.408 0.462 

Tourism 0.600 0.364 0.442 

 Sport 0.576 0.498 0.524 

Finance 0.588 0.472 0.516 

Health 0.533 0.549 0.530 

Total- Average 0.572 0.459 0.498 

 

 8-2 Comparing to related works: 

 

In this section, results of our proposed method are compared with results of other related Arabic summarization methods based on their 

published results in terms of recall, precision, and F-Score (10) .  

 

سض.اكرشف كم ٔصٌٔ ًْ انجضء يٍ انغلاف انجٕي نكٕكة الأسض. ٔ ًْ يرًشكضج تشكم كثٍش فً انجضء انغفهً يٍ غثمح انغرشاذٕعفٍش يٍ انغلاف انجٕي نلاغثمح الا

انًٕجٕد فً غثمح ٔصٌٔ الا خلال دٔتغٌٕ انزي لاو ترطٌٕش جٓاص نمٍاط  ٔ ذى يؼشفح انرفاصٍم ػُٓا يٍ 1913فً ٔصٌٔ الا يٍ شاسل فاتشي  ٔ ُْشي تٌٕغٌٕ  غثمح 

شؼح فٕق انثُفغجٍح خطٍشج جذاً ػهى انغرشاذٕعفٍش يٍ عطخ الأسض. إلا اَّ يٓى تشكم كثٍش نهذٍاج ػهى الأسض. ذى ذصٍُفٓا ػهى دغة غٕل يٕجاذٓا  دٍث ذؼرثش الا

درشاق ٌظٓش اشؼح انفٕق انثُفغجٍح تيٍ انًًكٍ اٌ ٌؤدي ذؼشض انجهذ نلا كٍهٕيرش فٕق عطخ الأسض. 35ػهى اسذفاع  ٔصٌٔالا انثشش ٔ ٌرى ذُمٍرٓا تشكم كايم يٍ خلال 

شؼح انفٕق ل الاذًُغ ٔصٕٔصٌٔ الا يغ اٌ غٍمح   نى ذغٍش فً انشفشج انٕساثٍح ٔ انرً ذُرج ػُٓا عشغاٌ انجهذ.اػهى شكم ادًشاس شذٌذ; ٔ انرؼشض انشذٌذ نّ لذس ٌؤدي 

لا آَا يٍ انًًكٍ اٌ ذغثة ذغٍٍش فً انشفشج اسض ٔ ًْ لا ذعش تشكم كثٍش شؼح انفٕق انثُفغجٍح ذصم الاتؼعاً يُٓا نغطخ الأسض. يؼظى الا ثُفغجٍح الا اَّ ٌصمان

 انٕساثٍح اٌعاً.

Reference Summary Rouge-1 

Five reference  

summary 

Recall Precision F-Score 

0.575 0.576 0.575 

ي نلأسض.اكرشف غثمح الأٔصٌٔ ًْ انجضء يٍ انغلاف انجٕي نكٕكة الأسض. ٔ ًْ يرًشكضج تشكم كثٍش فً انجضء انغفهً يٍ غثمح انغرشاذٕعفٍش يٍ انغلاف انجٕ

انزي لاو ترطٌٕش جٓاص نمٍاط الأٔصٌٔ انًٕجٕد فً  ٔ ذى يؼشفح انرفاصٍم ػُٓا يٍ خلال دٔتغٌٕ 1913كم يٍ شاسل فاتشي  ٔ ُْشي تٌٕغٌٕ  غثمح الأٔصٌٔ فً 

لاو دٔتغٌٕ تؼًم شثكح ػانًٍح نًشالثح الأٔصٌٔ ٔ انرً يا صاند ذؼًم درى ٔلرُا ْزا. ٔدذج لٍاط  1958ٔ  1928غثمح انغرشاذٕعفٍش يٍ عطخ الأسض.تٍٍ عُح 

ػهى انشغى يٍ اٌ ذشكٍض الأٔصٌٔ فً غثمح الأٔصٌٔ لهٍم, إلا اَّ يٓى تشكم كثٍش نهذٍاج دٔتغٌٕ, ًْ ٔدذج نمٍاط يجًٕع الأٔصٌٔ فً انؼايٕد ذى ذغًٍرٓا ذكشًٌاً نّ.

انثُفغجٍح خطٍشج  ػهى الأسض, دٍث آَا ذرششب الأشؼح فٕق انثُفغجٍح انعاسج انرً ذطهمٓا انشًظ. ذى ذصٍُفٓا ػهى دغة غٕل يٕجاذٓا  دٍث ذؼرثش الأشؼح فٕق

كٍهٕيرش فٕق عطخ الأسض. يغ رنك ٌؼرثش غاص الأٔصٌ عاو ػهى اسذفاػاخ يُخفعح دٍث  35كايم يٍ خلال الأٔصٌٔ ػهى اسذفاع  جذاً ػهى انثشش ٔ ٌرى ذُمٍرٓا تشكم

انفٕق انثُفغجٍح تئدرشاق ٌظٓش ػهى شكم ادًشاس شذٌذ; ٔ انرؼشض انشذٌذ نّ لذس ٌؤدي إنى ذغٍش فً ٌغثة انُضٌف ٔ غٍشِ.يٍ انًًكٍ اٌ ٌؤدي ذؼشض انجهذ نلأشؼح 

الأسض. يؼظى الأشؼح  انشفشج انٕساثٍح ٔ انرً ذُرج ػُٓا عشغاٌ انجهذ. يغ اٌ غٍمح الأٔصٌٔ ذًُغ ٔصٕل الأشؼح انفٕق انثُفغجٍح الا اَّ ٌصم تؼعاً يُٓا نغطخ

صم الأسض ٔ ًْ لا ذعش تشكم كثٍش إلا آَا يٍ انًًكٍ اٌ ذغثة ذغٍٍش فً انشفشج انٕساثٍح اٌعاً.اعرُضاف غثمح الأٔصٌٔ ٌغًخ تانرؼشض انفٕق انثُفغجٍح انف ذ

الاسض.نرمذٌش ٍاء ػهى الأشؼح فٕق انثُفغجٍح ٔ ذذذٌذاً أشؼح راخ يٕجاخ أكثش ظشس نهٕصٕل إنى انغطخ يًا ٌؤدي إنى صٌادج فً انرغٍٍش تانجٍٍُاخ انٕساثٍح نلأد

ً دغة غٕل أًٍْح انٕلاٌح يٍ الأشؼح فٕق انثُفغجٍح, َغرطٍغ خصائص انعشس يٍ انرؼشض نلإشؼاع فً غٍف ظٕئً , دٍث ٌثٍٍ نُا ذأثٍش الإشؼاع انثٍٕنٕج

نرؼشض نلإشؼاع ػهى دغة غٕل انًٕجاخ. انًٕجاخ. يٍ انًًكٍ اٌ ٌكٌٕ انرأثٍش دشٔق انجهذ, ذغٍش فً ًَٕ انُثاخ أ ذغٍٍش فً انذًط انُٕٔي .ٌرغٍش انعشس يٍ ا

َإَيرش ٔ انرً ذمٕو غثمح الأٔصٌٔ تذجثٓا تشكم كثٍش. ٔ فً انًٕجاخ الأغٕل انرً ٌذجثٓا  292نذغٍ انذع, ٌرغٍش ذشكٍة انذًط انُٕٔي تانًٕجاخ الألم يٍ 

% فً انذًط انُٕٔي يٍ ذأثٍش الأشؼح انفٕق 22انرغٍٍش تُغثح  %, عٍرى12الأصٌٔ تشكم تغٍػ لا ٌرعشس انذًط انُٕٔي تشكم كثٍش. نٕ لم الأٔصٌٔ تُغثح 

 تُفغجٍح. نهؼهى انرغٍٍش فً انذًط انُٕٔي ٌؤدي أيشاض يثم عشغاٌ انجهذ, ٔ ْزا ٌٕظخ أًٍْح غٍمح الأصٌٔ ػهى دٍاذُا.

 

Figure 3 Results  of NLP-based summarization technique 

Figure2 Sample input document 

Fig. 2: Sample input text 
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صًرٓا يذٌُح دتً. ذشكم ْزِ الإياسج يشكضاً ْاياً نهًال ٔالأػًال فً انؼانى، ٔٔجٓح عٍادٍح ٌمصذْا إياسج دتً ًْ ثاًَ الإياساخ انًكَٕح نذٔنح الإياساخ انؼشتٍح انًرذذج ٔػا

لالرصاد انذش ٔانُشػ فً الاياسج ٔػذو انًلاٌٍٍ يٍ انغٍاح عٌُٕا. دتً ًْ انؼاصًح الالرصادٌح نلإياساخ انؼشتٍح انًرذذج، ٔلذ ذطٕسخ ذطٕساً كثٍشاً خلال انغُٕاخ انًاظٍح. ا

دتً ٌُذذسٌٔ يٍ لثائم ػشتٍح  ٕد َظاو ظشٌثً نؼة دٔساً كثٍشاً فً جزب انًغرثًشٌٍ يٍ جًٍغ أَذاء انؼانى.ٔذمغ إياسج دتً تٍٍ إياسذً أتٕ ظثً ٔ انشاسلح. ٔأْم اياسجٔج

ٕفلاح ٔال تٕ يٍٓش ٔانغٕداٌ ٔانشٕايظ ٔانثهٕػيرُٕػح، ػهى سأعٓا لثٍهح آل تٕ فلاعّ انرً ذُذذس يُٓا أعشج آل يكرٕو انذانكًح. ٔذمطُٓا لثائم تًُ كؼة ٔال ت ٔانًُاصٍش  

ْة انشعًً فً دتً ْٕ انًزْة ٔانشيٍثاخ ٔانشذٕح ٔغٍشْى. صتٓا ػٕائم كثٍشج يٍ أصٕل أفشٌمٍح ٔفاسعٍح. ٔدٌٍ أْانً دتً الاعلاو ػهى َٓج أْم انغُح ٔانجًاػح . ٔانًز

يٍ تًُ ٌاط. داكًٓا اٌَ ْٕ انشٍخ محمد تٍ ساشذ آل يكرٕو.ْٕٔ أٌعاً َائة نشئٍظ انذٔنح ٔ سئٍظ نًجهظ انٕصساء فً انًانكً. آل يكرٕو ْى دكاو دتً. ْٔى يٍ ال تٕ فلاعّ 

انرُفٍزي نذكٕيح ذ آل يكرٕو. ٌشأط انًجهظ انذكٕيح الاذذادٌح. َٔائثٍّ فً انذكى ًْا شمٍمّ: انشٍخ دًذاٌ تٍ ساشذ آل يكرٕو ٔصٌش انًانٍح ٔانصُاػح ٔانشٍخ يكرٕو تٍ محمد تٍ ساش

ػاذٓى انذٔسٌح نرغٍٍش شؤٌٔ الاياسج.دتً انشٍخ دًذاٌ تٍ محمد تٍ محمد تٍ ساشذ أل يكرٕو. ٌٔجًغ ْزا انًجهظ فً ػعٌٕرّ جًٍغ يذساء انذٔائش فً دكٕيح دتً دٍث ٌؼمذٌٔ اجرًا  

Fig. 4: Sample input document 

 

ساخ انؼشتٍح انًرذذج ٔػاصًرٓا يذٌُح دتً. دتً ًْ انؼاصًح الالرصادٌح نلإياساخ انؼشتٍح انًرذذج، ٔلذ ذطٕسخ ذطٕساً كثٍشاً إياسج دتً ًْ ثاًَ الإياساخ انًكَٕح نذٔنح الإيا

نشٍخ دًذاٌ تٍ ساشذ آل كى ًْا شمٍمّ: اخلال انغُحاخ انًاظٍح. ٔذمغ إياسج دتً تٍٍ إياسذً أتٕ ظثً ٔ انشاسلح. داكًٓا اٌَ ْٕ انشٍخ محمد تٍ ساشذ آل يكرٕو. َٔائثٍّ فً انذ

  تٍ ساشذ أل يكرٕو.يكرٕو ٔصٌش انًانٍح ٔانصُاػح ٔانشٍخ يكرٕو تٍ محمد تٍ ساشذ آل يكرٕو. ٌشأط انًجهظ انرُفٍزي نذكٕيح دتً انشٍخ دًذاٌ تٍ محمد تٍ محمد

 Golden Reference 

 

ًرٓا يذٌُح دتً. ذشكم ْزِ الإياسج يشكضاً ْاياً نهًال ٔالأػًال فً انؼانى، ٔٔجٓح عٍادٍح ٌمصذْا إياسج دتً ًْ ثاًَ الإياساخ انًكَٕح نذٔنح الإياساخ انؼشتٍح انًرذذج ٔػاص

انذاكًح. تًٍُا ٌرٕنى يُصة ٔلاٌح انؼٓذ  انًلاٌٍٍ يٍ انغٍاح عٌُٕا ٔأْم اياسج دتً ٌُذذسٌٔ يٍ لثائم ػشتٍح يرُٕػح، ػهى سأعٓا لثٍهح تٕ فلاعّ انرً ذُذذس يُٓا أعشج آل يكرٕو

 تٍ محمد تٍ ساشذ أل يكرٕو. ٌٔجًغ ْزا تالاياسج انشٍخ دًذاٌ تٍ محمد تٍ ساشذ آل يكرٕو سئٍظ انًجهظ انرُفٍزي نلإياسج. ٌشأط انًجهظ انرُفٍزي نذكٕيح دتً انشٍخ دًذاٌ تٍ محمد

 لإياسج.انًجهظ فً ػعٌٕرّ جًٍغ يذساء انذٔائش فً دكٕيح دتً دٍث ٌؼمذٔا اجرًاػاذٓى انذٔسٌح نرغٍٍش شؤٌٔ ا

Summary generated by F-score 

 

ٔٔجٓح عٍادٍح ٌمصذْا انًلاٌٍٍ يٍ انغٍاح عٌُٕا ٔأْم اياسج دتً ٌُذذسٌٔ يٍ لثائم ػشتٍح يرُٕػح.الالرصاد انذش  ذشكم ْزِ الإياسج يشكضاً ْاياً نهًال ٔالأػًال فً انؼانى.

جزب انًغرثًشٌٍ يٍ جًٍغ أَذاء انؼانى. ٔذمطُٓا لثائم تًُ كؼة ٔال تٕفلاح ٔال تٕ يٍٓش ٔانغٕداٌ ٔانشٕايظ  ٔانُشػ فً الاياسج ٔػذو ٔجٕد َظاو ظشٌثً نؼة دٔساً كثٍشاً فً

 ٔدٌٍ أْانً دتً الاعلاو ػهى َٓج أْم انغُح ٔانجًاػح . ٔانًزْة انشعًً فً  ٔانثهٕػ ٔانًُاصٍش ٔانشيٍثاخ ٔانشذٕح ٔغٍشْى.ٔتٓا ػٕائم كثٍشج يٍ أصٕل أفشٌمٍح ٔفاسعٍح.

عاً َائة نشئٍظ انذٔنح ٔ سئٍظ نًجهظ دتً ْٕ انًزْة انًانكً. آل يكرٕو ْى دكاو دتً. ْٔى يٍ ال تٕ فلاعّ يٍ تًُ ٌاط. داكًٓا اٌَ ْٕ انشٍخ محمد تٍ ساشذ آل يكرٕو.ْٕٔ أٌ

انٍح ٔانصُاػح ٔانشٍخ يكرٕو تٍ محمد تٍ ساشذ آل يكرٕو. ٌشأط انًجهظ انٕصساء فً انذكٕيح الاذذادٌح. َٔائثٍّ فً انذكى ًْا شمٍمّ: انشٍخ دًذاٌ تٍ ساشذ آل يكرٕو ٔصٌش انً

 انرُفٍزي نذكٕيح دتً انشٍخ دًذاٌ تٍ محمد تٍ محمد تٍ ساشذ أل يكرٕو.

Summary generated by machine learning 

 

ياسج يشكضاً ْاياً نهًال ٔالأػًال فً انؼانى. الالرصاد انذش ٔانُشػ فً ذشكم ْزِ الاياساخ انًكَٕح نذٔنح الإياساخ انؼشتٍح انًرذذج ٔػاصًرٓا يذٌُح دتً. ياسج دتً ًْ ثاًَ الاا

ْانً دتً الاعلاو ػهى َٓج اتٕ ظثً ٔ انشاسلح. ٔدٌٍ اياسذً ااسج دتً تٍٍ ايَذاء انؼانى.ٔذمغ االاياسج ٔػذو ٔجٕد َظاو ظشٌثً نؼة دٔساً كثٍشاً فً جزب انًغرثًشٌٍ يٍ جًٍغ 

اػح ٔانشٍخ يكرٕو تٍ محمد تٍ اػح . داكًٓا اٌَ ْٕ انشٍخ محمد تٍ ساشذ آل يكرٕو. َٔائثٍّ فً انذكى ًْا شمٍمّ: انشٍخ دًذاٌ تٍ ساشذ آل يكرٕو ٔصٌش انًانٍح ٔانصُْم انغُح ٔانجًا

 ساشذ آل يكرٕو. ٌشأط انًجهظ انرُفٍزي نذكٕيح دتً انشٍخ دًذاٌ تٍ محمد تٍ محمد تٍ ساشذ أل يكرٕو

Summary generated by NLP-based approach 

 

 

Fig. 5: Summary generated by score-based, machine-learning and NLP-based approach 

 

As shown in figure 6, our NLP-based method introduces better results: 

 

 
Fig. 6: Comparison of summary generated by score-based, machine-learning and NLP-based approach 
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The proposed NLP-based method outperforms the others in term of recall, precision and F-score by values of  0.572, 0.459 and  0.498 

respectively. This is due to the usage of NLP tasks, syntactic and semantic analysis retrieves a good summary unlike that method depends 

on statistical features. Our results  are compared with score-based and machine learning-based (10) under EASC using rouge-1 and five 

reference summaries in Table 5. 

 

Table 5: Comparison of NLP-based method with other related summarization methods using rouge-1 under five references summary 

 

 

 

 

 

 

9. Conclusion 
 

In this paper, we introduced an abstractive Arabic summarization system using syntactic analysis and semantic similarity. The extracted 

chunks convey some of the key themes presented in the text. The essential sentences of the original document are identified based on 

their score of semantic similarity. In addition, the meaning of the original document is preserved. The use of Part of Speech (POS) with 

word senses  disambiguation (WSD) and semantic similarity promote quality of automatic text summarization system. It generates more 

coherent, less redundant and more informative summaries.  

Our proposed method is compared well with EASC dataset. The discovered results are interesting. Using ROUGE as a performance 

measure, our system achieved 0.572, 0.459 and 0.498 for recall, precision and F-score respectively. The highest result was identified in 

the texts related to health with F-score (0.530) because most of their sentences‟ length is moderate and have more related concepts. The 

lowest result was F-score (0.442) which is found in the texts related to tourism that contain too long sentences and use a lot of words             

semantically unrelated. Therefore, we used key phrase extraction to increase importance of sentences which contain main words       

combined as key phrase and not related to other words semantically. Future improvements of the summarization system are the           

generating summary for multi languages, multi documents and using additional features represent the important ideas in the text. 
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