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Abstract

News is a report of recent events that is distributed from its point of origin to receivers by journalists who work for commercial organizations.
Columns, on the other hand, are writings presented in special sections on news platforms that provide content on a variety of subjects and are
often written by individuals or small groups of authors. Usually, columns might present information in a more subjective manner compared
to the objective constraints in news reports. However, a major concern is that many columns lack the news’s editorial oversight process
presented in news production, which can have negative effects, such as including incorrect information. In some cases, the presence of
column articles on news platforms is mistaken for a news article, causing credibility concerns. To tackle this problem, a wide range of extant
studies conducted in the recent past offer suitable techniques for column article classification. However, there are no studies in Arabic for
this purpose. In this study, we introduce the first Arabic column article dataset that includes more than 12k articles. Then, we compiled
several classification models using machine learning and deep learning approaches. It was found that deep learning models, CNN-LSTM,
trained by BERT achieved the highest accuracy, reaching 96.6%. Finally, we propose a web platform that can be used freely to classify news
and column articles based on their textual content solely

1. Introduction

A successful column may serve as the foundation for a whole magazine. For example, when Cyrus Curtis established the Tribune and Farmer
in 1879, it was a four-page weekly with a 50-cent yearly subscription fee. In 1883, he decided to create a separate monthly supplement,
Ladies Journal and Practical Housekeeper, edited by his wife, Louise Knapp Curtis. Curtis sold Tribune and Farmer to focus his efforts on
the new journal, which became the Ladies Home Journal, which had 25,000 subscribers by the end of its first year [30]. Nowadays, the
Internet has provided a valuable platform for news and column writers to obtain continual data, thus writing well-organized articles [1].
However, these articles may lack factual basis. Though both news and columns might seem to have the same genre, they are written with
totally different intentions.
News can be defined as a report of recent events or material reported in newspapers or newscasts [38]. According to [15], ‘news is a
report of what a news organization has recently learned about matters of some significance or interest to the specific community that news
organization serves.’ Meanwhile, [16] defined news as ‘information which is transmitted from the source to recipients by journalists who are
both employees of bureaucratic, commercial organizations and also members of a professional group’.
Unlike news articles, columns refer to a specific section in a publication that provides the space or platform for writers and experts to
present their views and opinions. For instance, experts from outside the newspaper or publication house, as well as in-house journalists, both
contribute to the columns. Almost any topic can be the subject of a column. It offers analysis and opinions on a topic and usually does so
while presenting arguments and supporting data. Normally, a column is published on a regular basis in a publication, such as a newspaper or
a periodical. It acts as a platform that allows professionals like scientists, engineers, politicians, writers, or social commentators a forum to
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Figure 1: News and columns classification model.

weigh in on a topic. Columns are frequently named “Opinion”, “Op-Ed”, and “Editorial” pieces because they may simultaneously publish
opposing viewpoints if it is intended to portray different points of view [27].
Concurrently, a study by [31] defines a column as a section of a newspaper, magazine, journal, or other serial publication where a particular
writer regularly expresses opinions, provides analysis, or discusses a certain subject. Columns are distinct from other types of journalism.
Individual columns, however, might frequently mimic and resemble other types of articles. There are no hard and fast rules, but normally,
columns describe any of these attributes: those having a singular voice and are well-written and topic-focused or articles published regularly
and supervised by an editorial filter from the parent publication. It also may include written pieces by a hired or handpicked writer and form
a part of a larger publication where a subscription is possibly required before having access to them.
There are significant differences between news and column articles or content. The most common attributes of news articles are their
objectivity and unbiased written form. The aim is to present factual information about recent events or developments [9]. News articles
heavily rely on citing credible sources, such as experts, eyewitnesses, or official statements, to support the information provided. Additionally,
news articles are time-sensitive and focus on delivering up-to-date information [35]. They also follow a standardized structure, with the
most crucial details presented at the beginning and additional information provided in subsequent paragraphs. Editorial neutrality is also
maintained in news articles, in that they strive to be free from personal opinions and biases and aim to inform the reader [9, 35].
On the contrary, columns are opinion and commentary pieces, and such articles are subjective in nature, offering the personal opinions,
insights, or commentary of the author [25, 9]. The tone and tenor are also identifiable only to the author’s perspective on a particular issue or
topic [35]. While column articles may reference facts and information, they do not rely as heavily on citing sources as news articles. The
emphasis is on the author’s viewpoint. The topics also can cover a wide range of subjects, including politics, culture, lifestyle, and personal
experiences. They may not always focus on breaking news [9]. As such, opinions in columns should be expected. Moreover, readers should
understand that column articles are meant to reflect the author’s opinions and may not always present a balanced view of the topic [25, 9].
The majority of people might believe articles that appear in any columns as news for a variety of reasons. The most common being
misidentification. For instance, readers may mistakenly identify a column as a news article, especially if the publication does not clearly
label the content. This can lead to the incorrect belief that the column represents objective reporting [25]. Trust in the publication often
makes people assume that all content from that outlet is objective, even if it includes columns with subjective viewpoints. This also leads to
bias. For example, if a column aligns with a reader’s preconceived notions, they may accept it as factual news, even if it contains opinions.
Moreover, a lack of media literacy can make it difficult and challenging to differentiate between news and opinion pieces because they may
not be aware of the distinctive characteristics of each type of content [25, 9, 35]. Moreover, in the age of social media, content can be easily
shared without context or verification. If a column is shared on social platforms without a clear indication that it’s an opinion piece, it can
be mistaken for news by those who see it in their feeds [25, 26]. People only have a limited amount of time, and when they focus more
of that time on columns, they may reduce time spent on learning the facts. Without this basic factual grounding, people are less able to
think for themselves or to think critically about the opinions and analyses they read. Making things worse, if columns regularly attract more
readership than news articles, newspapers and news channels may reallocate time and resources toward opinion pieces, detracting from the
quality and quantity of news publication [9].
To avoid believing column content as news, it is crucial for readers to develop strong media literacy skills. This includes checking the source,
looking for attribution and citations, and being aware of the publication’s overall editorial stance. As stated by [35], clear labeling by media
outlets can help differentiate between news articles and opinion pieces. Perhaps drawing a sharper line between news and opinions would
increase public scrutiny of news outlets because people would have greater expectations that their newspapers and news channels will report
the facts alone [9].
In recognition of the fact that machine learning and deep learning models have substantially improved the efficacy of text classification
models, we plan to investigate how they can be utilized in the classification of Arabic news and blogs. There has been a wide range of
studies that offer approaches to column classification [8, 23] or extract information from columns in English [13, 19]. However, to the best
of our knowledge, there have been no studies that tend to automatically classify news and columns in Arabic. Our study involved the task
of automating the classification of an article as either news or column by utilizing machine learning and deep learning approaches with
innovative word embeddings such as the pre-trained Arabic BERT model [6]. Unlike previous studies that investigated credibility methods
in columns through several metadata associated with the article, the novelty of our work is that we rely only on the textual content of the
article to predict the correct class of the article. Several machine learning and deep learning models were trained on this data, with the aim of
achieving high accuracy, precision, and recall in classifying news and column articles. Figure 1 shows the models’ framework.
The contributions of this paper are as follows:
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• Compile the first Arabic columns and news articles dataset, which includes 12k columns and 15k news articles. The dataset can be
used to train classification models for similar tasks.

• Compose several classification models that enable to differentiate between news and column articles, using machine learning and deep
learning approaches.

• Conduct a comprehensive set of tests and evaluations to compare the performance of the composed classification models.
• Develop a web platform that automates the classification of news and column articles, from the optimal classification model in this

study.

The remainder of the paper is organized as follows: Section 2 demonstrates the previous works related to this topic, then Section 3 describes
the dataset, pre-processing tasks, and the details of developing the classification models. Moreover, the design of the experiments, along with
their results, is described in Section 4. Section 5 presents the developed web platform, while Section 6 describes its evaluation. Lastly, the
proposed work’s limitations, possible future directions, and conclusion are provided in Section 7 and Section 8.

2. Previous Works

Due to the nature of blogs, which are articles to express one’s opinion on a topic, and their close relativity to columns; moreover, due to
the lack of studies on column classification, we exhibit previous works conducted for blogs. In terms of blogs’ identification, a work by
[36] studied the effectiveness of integrating tags in blog classification using 24,247 blogs. They studied the effectiveness of tags in blog
classification and tried to answer three questions: (i) Are tags more effective than other types of data, (ii) is it true that more tags lead to more
accurate classification, and (iii) does tag expansion help in getting better classification accuracy. Experimental results showed that tags were
more effective than features extracted from blog titles and descriptions, but the best classification accuracy was achieved when all these
features were used together. Results also showed that tags could lead to better classification accuracy, but more tags did not necessarily lead
to better classification accuracy.
Along the same line, work by [21] proposed a semi-supervised learning method for blog classification, using unlabelled data to improve
classification accuracy. They assumed that entries from the same blog have the same characteristics and used these characteristics to improve
classification accuracy. The proposed method used a huge number of unlabelled blogs to extract useful features and is an instance of
Alternating Structure Optimization (ASO). ASO is a machine learning framework for semi-supervised learning and multi-task learning. It
requires using auxiliary problems, such as the prediction of frequent words and the prediction of words in sequence, to train a main classifier.
Similarly, the automatic classification of blog entries using a semi-supervised machine learning task was proposed by [12]. They assigned
blogs to one of a set of pre-defined classes based on features extracted from their textual content. The study included main phases such as
pre-processing, feature extraction, classification model, train classifier, test classifier accuracy, and external glossary of terms. The feature set
was enriched by adding synonym words and acronyms from external glossaries. The classifier modeling and training phase was followed by
binary feature vectors using the Multivariate Bernoulli model. Nave Bayesian Model and Artificial Neural Network Model were used to
classify unstructured blog text data using binary variables and high TF-IDF values. Finally, the probability of a blog entry belonging to each
class is predicted, and the blog post is assigned to the class with the highest probability. The tested dataset included 3000 blog posts and
comments and results showed that the Naive Bayesian classifier gave better overall classification accuracy than basic neural-network-based
classification.
In a recent study, [22] aimed to explore using machine learning models to classify Bangla blog posts into categories. Nine supervised
learning classification models were tested: support vector machine, multinomial naive Bayes, multi-layer perceptron, k-nearest neighbours,
stochastic gradient descent, decision tree, perceptron, ridge classifier, and random forest. The models were used to classify Bangla blog posts
into eight categories. Three feature extraction techniques were applied: unigram TF-IDF, bigram TF-IDF, and trigram TF-IDF. The majority
of classifiers achieved over 80% accuracy on the classification task.
Generally, Blogs can also be a rich source of information. It has been used to offer information to projects of sentiment analysis [33, 34],
gender classification for commercial applications [28], and sentiment analysis through text and images [11], and author identification [24].
In the domain of Arabic blogs, the authors in the study conducted by[3] put out a framework for evaluating the credibility of these blogs. The
definition of credibility was derived from existing literature, where it is understood as the degree of believability. It encompasses several
qualities, including trustworthiness, quality, authority, persuasiveness, and popularity. The credibility attributes were categorized into two
levels, the first is the blog level, which includes the author’s name and the number of comments, and the second is the post level, which
encompasses factors such as spelling, use of emoticons, presence of spam, punctuation use, length of the post, presence of positive or negative
language, and resemblance to verified material. The researchers presented a conceptual framework for a credibility system, which involved
the extraction of characteristics from a dataset of blogs. They proceeded to train and test the system, ultimately constructing classifiers to
determine the credibility of each blog. The authors additionally highlighted various challenges encountered in Arabic language processing,
such as the identification of proper nouns, the retrieval of writings with diacritics, the inherent inflectional and derivational nature of the
Arabic language, and the insufficiency of existing tools for Arabic natural language processing in comparison to those available for English.
Along the same effort, the article by [4] discusses the lack of research on credibility analysis of Arabic content, specifically in the context
of blogs. To solve this issue they present an Arabic blogs corpus. The researchers manually extracted a limited number of blog features,
including bias, sentiment, reasonability, and objectivity. These features were then utilized to train several machine learning models, such
as Naive Bayes and Decision Tables. The blog corpus finally consisted of 175 Arabic blog posts collected through Google search queries
and annotated for credibility. The corpus was further used for testing in a recent study of Arabic blog credibility presented by [20]. They
proposed a deep co-learning approach to assess the credibility of Arabic blog posts via deep neural networks. To overcome the lack of
sufficient training data, they used a semi-supervised deep learning method called deep co-learning. Deep co-learning is based on co-training,
which utilizes multiple views of data to label additional data without human annotation. This approach helped train robust deep learning
models for assessing the credibility of Arabic blogs despite the scarce labeled training data available. They trained their model on 20392
blogs and tested its performance on the dataset presented by Zaatari. Their optimal model, using deep co-learning, reached 63% F-score.
[20] introduced a novel method called deep co-learning, which is a semi-supervised end-to-end deep learning strategy designed to evaluate
the trustworthiness of Arabic blogs. The authors have put forth two classifiers that utilize a convolutional neural network (CNN) architecture.
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Table 1: Dataset statistics.

Genre News Columns
Number of Articles 9500 9500
Average Word Length 4.8 4.3
Average Character Count 3485 2546
Word Count Average 684.45 525.16

Figure 2: Column article.

The initial model uses continuous bag of words (CBOW) word embeddings as its features, whereas the subsequent model utilizes character
level embeddings.
Recently, a comprehensive work proposed by [14] proposed an objective to create an entirely automated method for evaluating the credibility
of Arabic blog postings. The researchers gathered a dataset consisting of Arabic blog posts. These posts were then annotated, and the
important features were extracted and reduced. The researchers then utilized different machine learning models, such as Support Vector
Machines, and deep learning models, such as Long Short-Term Memory (LSTM) and CNN, with different input configurations. Based on
our analysis, it can be inferred that the LSTM model exhibits superior performance, achieving an accuracy rate of 74%. This outcome is
observed when the input consists of whole blog posts, accompanied by a collection of syntactic and morphological data. The collection of
extracted attributes comprised reasonably, author expertise, bias, and the perceived overall trustworthiness of the website.
In yet another study by [5], it is argued that extant studies were largely concentrated on utilizing probabilistic data to cluster Arabic content,
whereas other studies utilize a sizable corpus of blogs and news in their modeling approach for classification. To address these gaps, there
is a need to utilize sentiment analysis (SA) of Arabic content, specifically natural language texts. As a result, big data will benefit from
the adoption of a method that automatically creates sentiment lexicons. If the clustering of the news documents is to take into account the
existence of natural languages, it is necessary to evaluate the best model for determining semantic word orientation in Arabic websites. It is
in these contexts that a recent study by Sherif [32] on Arabic dialectal lexicon annotation for SA offers a comprehensive analysis of present
trends and future directions using data annotations and SA for Arabic dialects that were published between 2015 and 2023. For a better
classification of data annotation, the study suggests three methods: manual, automatic, and hybrid. These modeling approaches can prove to
be vital, especially in a setting where context-specific information on Arabic SA is used to classify columns and news articles or content.
Though the previous works presented added to the literature focused on blogs, the textual content found in blogs may not follow the formal
genre found in column articles. The informal language found in blogs can be easily exploited as an indicator that it is different from news
articles. However, column articles may follow the formal- journalistic genre found in news articles, causing a misinterpretation of news
articles. This study will therefore concentrate on the nuances between news and column articles which may be employed to identify an
article as news or column.

3. Methodology

The methodology proposed is demonstrated in three folds. First, we detail the compilation of the dataset. Second, details of the preprocessing
approaches are explained. Lastly, a detailed description of the models’ development is addressed.

3.1. Data collection

For the data collection, we used Python Application Programming Interface (API) to extract Arabic columns in several Arabic news platforms;
Table 1 shows the details. We collected data in two phases. First, we collected 12k columns, 3k from two Saudi and two Egyptian news
platforms equally, which are: okaz1 sabq2,youm73, ahram4.
In the second phase, we combined the news articles included in the datasets from works of [2] and [39]. The total number of news articles
collected was 15 k news articles. To balance the news articles in terms of word length with the column articles, we filtered out any news or
column articles with more than 4000 words. We used such an approach to avoid any biases that may appear when using the word embeddings.
In total, our dataset included 19k articles divided into 9500 columns and 9500 news articles from various news platforms, where Table 1
shows the dataset’s statistics. Figure 2 displays a column article and Figure 3 a news article.

1www.okaz.com.sa
2www.sabq.org
3www.youm7.com
4www.ahram.org.eg

www.okaz.com.sa
www.sabq.org
www.youm7.com
www.ahram.org.eg


130 International Journal of Engineering & Technology

Figure 3: News article.

Figure 4: Word Cloud.

3.2. Columns word Analysis

A word cloud is a visual representation of text data. In the context of text analysis, a word cloud is used to depict the frequency of words
within a particular text or set of texts. The words are displayed in varying sizes and sometimes colors, where the size (and possibly color)
of each word indicates its frequency or importance within the dataset. Here, we applied the word cloud approach to the columns articles.
According to Figure 4, we find some interesting insights. First, a dominant number of words related to “Egypt” and “Saudi Arabia” are found,
such as Egyptian and Saudi, this can be clearly explained as the column articles are collected from Egyptian and Saudi news platforms.
Second, a high number of subjective words are found. Subjectivity, in general, in the context of language and analysis, refers to words
that express personal feelings, beliefs, opinions, judgments, assumptions, or interpretations rather than presenting objective, observable
facts. Subjective terms in the context include “I. m.�'
 should,” “ðYJ. K
 seems,” “I. m.�'
 B should not,” and “©�¯@ñË@ ú




	
¯ reality,” all of which are prevalent.

Third, since the columns express the author’s opinions about a topic, adjectives in the forms of superiority and comparison are overused in
the context. We find words such as “É 	

�
	
¯

@ 	áÓ better”, “É 	

�
	
¯

@ best”, “


@ñ�


@ worse”, and “Q�.»


@ larger”. Lastly, these findings provide insights into the

textual content of column articles.

3.3. Data Pre-processing

The Arabic alphabet consists of 28 letters presenting constants. Moreover, there are three vowels that can be added to any place of a word,
forming different meanings. Derived from the vowels, come three diacritical signs that are written below or above the letter, forming different
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Table 2: ML Classifiers Parameters.

Model Parameters
SVM batchSize 100 kernel linear
NB batchSize 100
LR batchSize 100, maxBoosting-Iterations 500
RF batchSize 100, bagging with num-Iteraions 100, and

number of trees 100

orthographical variations to the word. The Arabic words are written from right to left, linked together from the first letter to the last, except
for six letters that are joined from the right side only. Arabic is a language with ligatures, which means a letter changes its form based on its
location in a word. More than half the letters are written differently depending on their position in the word: the beginning, middle, or last.
In addition, some letters have dots on them. Unfortunately, not all the written Arabic text complies with writing these dots in their right
positions to the words. For example; the letter ( Y/ø



/Ya) has two small dots written under it, but some omit the two dots under the letter.

While many understand the word even without the dots because of the language practice, it is a challenge for Natural Language Processing
(NLP) developers to detect letters not written correctly, such as in this case.
To pre-process the Arabic text data, we first defined a set of Arabic stop words and a regular expression pattern to remove Arabic punctuation
marks. We then created a Python script, that took the dataset as input and performed the following tasks:

• Remove non-Arabic characters
• Tokenization
• Normalize words to overcome glitches or misplaced dots in a word was performed by replacing letters as follows:

–
�
@ , @


,

@ → @

– ø


→ ø

– 
ð → ð

– �
è → è

3.4. Machine learning Approach

3.4.1. Feature Extraction

In this work, TF-IDF was used for feature extraction in compiling the model using ML approaches, due to its efficiency compared to
alternative methods such as bag of words, Term Frequency (TF), and Inverse Document Frequency(IDF). It is mainly used in natural language
processing to measure the importance of terms in documents. It combines both TF and IDF as it calculates term frequency and inverse
document frequency to assign weights to each term, which improves text classification and information retrieval accuracy.
The formula for TF-IDF is:

TF-IDF = (Term Frequency)× (Inverse Document Frequency) (1)

TF-IDF measures term importance in a document or corpus using term frequency and inverse document frequency. This helps to adjust
for the fact that some words appear more frequently in general. It can also be used to compare documents and determine which are more
relevant. Ultimately, it is a powerful tool for gaining insight into a large amount of text data. The resulting scores can be used to represent
documents as numerical vectors for text analysis purposes.
Hence, TF-IDF is widely used and effective for various natural language processing tasks. It can be used for a wide variety of tasks, such as
document classification, keyword extraction, clustering, and topic modelling. Researchers have explored modifications and extensions to
improve its effectiveness in specific applications [18]. TFIDF has been used in combination with other techniques such as deep learning and
word embeddings for higher accuracy in text analysis tasks.

3.4.2. Training

In recent years, machine learning algorithms have been widely used to train models. The complex algorithms are capable of learning from
large datasets, making them a popular choice among data scientists. By applying these algorithms to training models, it is possible to quickly
identify patterns, trends and correlations in data that may have been missed with more traditional methods. Furthermore, the algorithms can
be used to detect anomalies in data and optimize performance. With the help of machine learning algorithms, powerful models can be built
to tackle an array of data-related problems. This makes machine learning algorithms the ideal tool for model training and data analysis.The
following ML classifiers are used in this study, and Table 2 provides their parameters for the models’ compilation:

• Naive Bayes(NB): This simple probabilistic classifier works to assume a conditional relation between features of the given data [37].
It is a collection of algorithms based on the Bayes Theorem, assuming that all attributes are strictly independent.

• Random Forest (RF): A meta-estimator classification algorithm that builds a ‘forest’ using decision tree model learning based on
bagging techniques [17].

• Support Vector Machine (SVM): Classifies input data based on dimensional surfaces by finding the maximum separating hyperplane
between different classes [37].

• Logistic Regression (LR): A classifier that finds a relation between features and the probability of a certain outcome [29].
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Table 3: News and columns confusion matrix.

Type Prediction
News Columns

News True Positive False Negative
Column False Positive True Negative

Table 4: Classification results using ML models.

Model Precision Recall F-Score Accuracy
SVM 96.9 81.0 84.1 85.8
RF 96.0 90.0 92.0 90.0
NB 97.5 87.7 87.6 88.9
LR 97.0 91.4 91.4 91.6

Evaluation Matrix
The performance of each algorithm is based on precision (P), recall (R), and F-Measure (F). All three measures are computed from the
confusion matrix created from performing the classification task. The confusion matrix for news and columns classification is shown in
Table 3.
Its four probabilities are listed below:

1. True Positive (TP): represents the number of news articles correctly classified as news articles
2. False Negative (FN): represents the number of news articles incorrectly classified as column articles.
3. True Negative (FP): represents the number of columns articles correctly classified as columns articles.
4. False Positive (FP): represents the number of columns articles incorrectly classified as news articles

P, R and F measures are indicated, respectively, in equations (2), (3), (4)

Precision (P) =
TP

TP+TN
(2)

Recall (R) =
TP

TP+FN
(3)

F-Score (F) =
2 ·P ·R
P+R

(4)

3.4.3. Testing and Evaluation

The dataset was split into 80% training and 20% testing, resulting in 15200 articles for training and 3800 articles for testing. This ensured that
our model was trained on a significant amount of data and also evaluated on an unseen set of data to measure its generalization performance.
The training set was used to train the machine learning and deep learning models, while the testing set was used to evaluate the performance
of the models.
As shown in Table 4 regarding the SVM, it also achieved impressive performance on a classification task. The evaluation metrics show the
accuracy of 85.8%, indicating a high degree of separation between the columns and news, and meaning it correctly classified approximately
85.8% of the total articles in the dataset. The F-score, which balances precision and recall, is 84.1%. This score considers both false positives
and false negatives and is particularly useful when dealing with balanced datasets. The good F-score suggests a good balance between
precision and recall. Additionally, precision is 96.9%, indicating that when it predicts the positive class, it is correct approximately 96.9%
of the time. The recall is 81%, meaning that it captures about 81% of all actual positive articles in the dataset. On the other hand, the RF
classifier exhibits strong performance across multiple evaluation metrics. It achieves an impressive accuracy of 90%, which means it correctly
classifies 90% of the articles. Moreover, the model demonstrates balanced performance in terms of precision, recall, and the F-score, all of
which are in the range between 90% and 96%.This indicates that the model has a high level of precision in correctly identifying positive
articles, minimizes false positives, and has a strong ability to find true positive articles, resulting in a balanced trade-off between precision
and recall.
Concurrently, the NB exhibits strong performance across several key evaluation metrics. The accuracy attained is 88.9%, which shows that it
correctly classifies roughly 88.9% of the articles. This is a respectable accuracy score, especially when the classes are balanced. With an
F-score of 92%, the model strikes a good balance between precision and recall. The F-score considers both false positives and false negatives,
making it a valuable metric when dealing with balanced datasets. The precision score of 97.5% reflects its ability to make accurate positive
predictions. Finally, the LR achieved impressive performance metrics in its evaluation. The high accuracy score of 91.6% indicates it is
optimal between ML models. In addition, the F-score, recall, and precision prediction results of 91.4%, 91.4%, and 97.7%, respectively,
suggest that the model can effectively identify a large percentage of the correct articles in the dataset.
The ML algorithms show good accuracy in classifying news and columns. However, our next objective is to develop and evaluate the
classification models’ performance using DL algorithms.
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3.5. Deep Learning (DL) Approach

3.5.1. Feature Extraction

Embedding Using BERT
Training models based on embeddings is an essential step in natural language processing tasks as it converts raw text data into a numerical
format that can be processed by machine learning models. We use AraBERT [7], which has a vocabulary capacity of 64,000 words, 12
attention heads, 12 hidden layers, 768 hidden sizes, a total of 110 M parameters, and 512 maximum sequence lengths. It was trained using
a dataset of 3B Arabic words. Specifically, we used the available version ‘paraphrase-multilingual-mpnet-base-v2 model 5’, which is a
pre-trained BERT model that is designed to encode multilingual texts into high-quality embeddings.

3.5.2. Compiling models using DL approaches

Details of each DL models’ compilation specification re detailed below.

• Convolutional Neural Network (CNN) : is an one-dimensional convolutional layer.

- The Conv1D layer applies 64 filters with a kernel size of 3 to the input data. The activation function used is ReLU.
- MaxPooling1D layer performs max pooling with a pool size of 2.
- The flatten layer flattens the output of the previous layer.
- The dense layer has 2 neurons with a softmax activation function that outputs a probability distribution over the output classes.
- The model is compiled with categorical cross-entropy loss and the Adam optimizer.
- The model is trained with the training data and labels for 50 epochs.

• CNN & Long Short Term Memory(LSTM) : is a model architecture that combines both LSTM and CNN layers.

- Bidirectional LSTM layer with 64 units and return sequences=True, which means the output of each time step will be fed into
the next layer.

- 1D Convolutional layer with 64 filters and kernel size 3, which can extract local patterns from the sequence.
- MaxPooling1D layer with pool size 2, which reduces the dimensionality of the feature maps.
- Flatten layer to convert the 3D tensor output from the previous layer to a 1D tensor.
- Dense layer with 2 units and softmax activation function, which outputs the probability distribution over the classes.

• Bi-LSTM Architecture

- Single Bidirectional LSTM layer with 64 units, followed by a dense layer with a sigmoid activation function that outputs two
values for binary classification.

- Loss function used was categorical cross entropy
- optimizer used was Adam
- The model was trained for 50 epochs.
- The input shape for the model was (768, 1) which is the size of the BERT embeddings after reshaping.

• Auto Encoders

- The encoding dimension is set to 32.
- The autoencoder architecture includes an input layer, an encoding layer with ReLu activation function, and a decoding layer with

sigmoid activation function.
- The autoencoder is compiled using Adam optimizer and mean squared error loss function.
- The model is trained on the training set for 50 epochs with a batch size of 32 and validated using the validation set.
- The compressed representation of the training and validation sets are extracted using the encoder model.

3.5.3. Testing and Evaluation

DL models have been shown to perform much better than ML models in classifying news and column articles, as given in the Table 5. For
example, the LSTM model has demonstrated high performance in classification tasks, with a high accuracy of 92%. The evaluation metrics
show a precision of 92%, indicating that the model is excellent at correctly identifying positive articles while minimizing false positives. The
recall score of 92.9% implies that the model is highly effective at identifying most of the actual positive articles. The F-Score of 91.9%
indicates that the model achieved a strong balance between precision and recall. Along the same line, regarding CNN, the model achieved
outstanding performance with precision, F-score, and accuracy. The accuracy reached 92.3%, with minimal difference between its accuracy
compared to LSTM’s accuracy. Interestingly, when combining CNN with LSTM, the accuracy boosted to a high score of 4%, reaching
96.6%. The precision and recall also gave high results, which made the model an optimal classification model. Finally, the autoencoders
model demonstrated commendable performance with accuracy scores of 87%. Precision and recall scores of 89.6% and 84.4%, respectively,
imply that when the model makes a positive prediction. The F-score, a harmonic mean of precision and recall, is 88.5%, indicating a balanced
performance in terms of both precision and recall and suggesting that the model can effectively manage the trade-off between them. Finally,
the Autoencoders model performed well across the evaluation metrics, however, a combined model of CNN-LSTM made it an optimal
choice for the classification task.

5https://huggingface.co/

https://huggingface.co/
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Table 5: Results using DL models.

Model Precision Recall F-Score Accuracy
LSTM 92.0 92.9 91.9 92.0
CNN 95.3 91.4 93.4 92.3
CNN-LSTM 96.6 95.2 96.2 96.6
AutoEncoders 89.6 84.4 88.5 87.6

Table 6: News and columns confusion matrix.

Genre News Columns
News 8542 958
Columns 348 9152

Figure 5: News article misclassified as column.

Based on the presented results, CNN-LSTM performed best in classifying news and columns. Hence, it is an optimal tool while dealing with
the huge dataset of Arabic text. The following section will discuss misclassified articles using the optimal model, CNN-LSTM trained by
BERT.

4. Error Analysis

To further enhance the credibility of our work, we examine the misclassified articles in both news and column classes predicted from the
CNN-LSTM optimal model. According to Table 6, we found that 90% of news articles were correctly classified. Moreover, around 96% of
columns were correctly classified. We investigated the 10% and 4% misclassified news and columns, respectively, and further summarized
several of the optimal models’ errors. First, most mispredicted news articles as columns included some subjective indicators. Figure 5 shows
a sample of news articles misclassified as columns. The article described the Brexit negotiations in the British Parliament. However, the
interesting part of the article is that it contains many quotes from key figures in the article. The quotes contained their personal perspective of
the topic, thus including subjective indicators such as “ú 	

æÖ
�
ß

@ I wish.” and “Y�®�J«


@ B I don’t think.” These subjective indicators may have resulted

in ambiguity, hence classifying the news article as a column. In contrast, columns misclassified as news articles featured very similar news
registers with no subjective indicators. A sample of columns wrongfully classified as news articles is presented in Figure 6. The column
announces an innovative housing project and describes some of its facilities and benefits to the community. It focuses on using general
descriptions with no personal insights, thus offering no subjective indicators.
.

5. Model Platform

We developed a classification model in the form of a web platform by deploying the best perfoming model, CNN-LSTM, using Django
software. Figure 7 shows the platform’s Graphical User Interface (GUI) which includes a brief description of the platforms’ usage and an
input box to input multiple articles in the form of text files. Figure 8 shows the output of tested files entered. The output displays the file’s
name and its classification result. The platform can be obtained upon request.



International Journal of Engineering & Technology 135

Figure 6: Column misclassified as news article.

Figure 7: GUI of platform.

6. Tool Evaluation

In an effort to test the reliability and usability of our tool, we employ 30 participants from our local university, the University of Jeddah.
They were given the URL for the deployed application and trained on how to use it in a Zoom meeting. After that, they were asked to answer
ten questions on the System Usability Scale (SUS) [10]. An effective “quick and dirty” approach for gauging usability is the SUS. It consists
of a 10-item questionnaire with five response alternatives, ranging from Strongly agree to Strongly disagree. The calculation for SUS is as
follows:

X = Sum of the points for all odd-numbered questions−5 (5)

Y = 25−Sum of the points for all even-numbered questions (6)

SUS Score = (X +Y )×2.5 (7)

Following the equations above for the 30 participants the usability of each participant is depicted in Figure 9. The average usability was
75.15% which is “good” according to the SUS scales.

7. Limitations and Future Work

According to the foregoing error analysis, the present study highlights the challenging task of classifying columns written in a journalistic
genre with no subjective sense. Furthermore, news articles that include subjective indicators may be difficult to differentiate from columns.
For that, our future objective is to employ more analytical works to identify column articles. Our future target is to compile artificial
intelligent models that capture more specific nuances between news and column articles in terms of their textual content for a more accurate
prediction.
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Figure 8: Output.

Figure 9: Tool usability scores.

8. Conclusion

In this paper, in an effort to increase credibility measures across news platforms, we present an automated classification model for
differentiating between Arabic news and column articles. We compiled a new dataset of posted columns across real-time news platforms. To
the best of our knowledge, this is the first and largest Arabic dataset for column article classification. Furthermore, we applied ML and DL
approaches and built a classification model that performed with high accuracy. Our findings show that the ML models perform very well with
the highest classifier, Random Forest, reaching 90% accuracy. However, DL models achieve higher accuracies when trained by BERT word
embedding. Our results show that CNN-LSTM gives the best accuracy score of 96.6% compared to other DL algorithms. We further applied
a thorough word analysis for the column articles. By conducting word analysis in column articles, readers and researchers can gain insights
into the writer’s linguistic choices and how they contribute to the overall effectiveness of the column. It provides a deeper understanding of
the author’s style, rhetorical strategies, and intended message. These insights can be further used for future works in compiling models for
text classification or sentiment analysis. Lastly, we make use of our DL optimal model and develop an automated classification web platform
that automatically classifies articles as news or columns. In the future, we plan to enhance our data analysis method by considering linguistic
features in the articles’ textual content to obtain better results.
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