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Abstract 
 

Application specific reconfiguration of On-chip communication link is a fast growing research area in system on chip (SoC) based system 

design. Optimization of the communication link is important to achieve a trade-off between efficient communication and low power con-

sumption. So achieving both efficient communication and low power consumption requires a special optimization mechanism. Such Opti-

mization problems can be solved using a genetic algorithm. Here, in this paper genetic algorithm based On-chip communication link 

reconfiguration is presented. The algorithm will optimize efficiency of communication link with constrain of low power consumption. The 

parameters involved in power consumption and efficient communication link are coded in the chromosomes. By evolutionary iteration the 

optimal parameters of the communication link are derived that is used for the communication link successfully in the simulated system. 

The performance of the simulated system is analyzed which shows the out performance of the proposed system. 
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1. Introduction 

Application mapping is one of the key complications of Network-

on-Chip (NoC) design. It maps the application cores to the pro-

cessing elements of the NoC topology. This work presents a novel 

approach for NoC application mapping, [1] which uses adaptive ge-

netic algorithm (AGA) in the mapping. The projected approach 

adaptively varies the probabilities of crossover and mutation oper-

ators in genetic algorithm, aiming to diminish the overall commu-

nication cost of NoC. Experimental results show that the projected 

approach reductions the communication cost by 3% to 7% on aver-

age, compared to the existing approach using Standard Genetic Al-

gorithm (SGA). 

In this paper, a new design technique of Genetic Algorithm that can 

synthesize an application specific NoC topology and route the com-

munication through that interconnection network is implemented. 

This algorithm will work on the system-level of the system on chip 

(SoC) and it also reduces power consumption in the physical chan-

nels and the routers. [2]Genetic algorithms have been very effective 

for benchmark circuit test generation. In this paper new method for 

network routing in NoC architecture using GA optimization is im-

plemented. This network routing architecture handles accurate lo-

calizations of the faulty parts in NoC. The proposed NoC is based 

on new error detection mechanisms which is best suited for dy-

namic NoCs, where the number and position of processing elements 

or faulty blocks vary during runtime. The design technique solves 

a multi-objective problem of reduced large search space, low power 

consumption. Genetic algorithm provides optimum mapping in 

NoC architecture and measures faulty blocks during run time more 

effectively. 

As the number of transistors on a chip continues to rise, the tradi-

tional infrastructure cannot handle concentrated communications 

on chip efficiently. Thus Network on chip (NoC) was suggested as 

a promising alternative due to its performance scalability and com-

munication parallelism [3], [4]. Typically, a NoC is designed by a 

global network which is composed of a set of routers and computa-

tional or memory resources which are connected to routers. Since 

the global network plays a main role in the NoC design, lots of re-

searchers concentrate on this aspect. However, according to the 

NoC evolution, which forecasts that will be possible to integrate 

hundreds and even thousands of processing cores in one NoC in a 

few years, the conventional two Dimensional (2D) interconnections 

are considered as an unproductive architecture due to several insur-

mountable problems like the global wire length and packet transfer 

latency. Temporarily, relying on its potential to improve perfor-

mance of the chip, its functionality, and device packaging density 

[5], three Dimensional (3D) NoC is emergent as a novel approach. 

Considering the advantages of aforementioned technologies, 3D 

NoC is proposed as a combination of both [6] to enhance architec-

tural advantages of NoC. 

Many challenges have to be challenged during the design space ex-

ploration of 3D NoC, and among all these issues, mapping is one of 

key steps which may have great influence on the total system per-

formance at the commencement of NoC design. Usually, at initial 

stages of a new design, the NoC communication backbone (e.g., the 

topology and the size) has to be decided first and then a set of IP 

cores are chosen depending on various kinds of tasks. After those 

tasks are assigned to different IP cores and the Application charac-

terization graph Then the mapping problem can be defined as how 

to topologically place the certain set of IP cores onto the resource 

nodes of the network in such a way that the desired parameters can 

be optimized [7]. In this work, we assume that steps before mapping 

are already completed and we mainly focus on the mapping prob-

lem. 

As silicon [8] technology possesses scalability, it is technically pos-

sible that the entire set of complex systems can be integrated on the 

same silicon die. Because of this idea, Systems on Chips (SOC) 
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have become integrally complex and diverse .They are integrated 

with multiple processors of various types (RISC, DSP; ASIC, for 

examples) with devoted hardware or reconfiguration and periph-

eral. 

Old-style concept of computer networking component intercon-

nect-based routers, switches is accepted to extend the integration 

and perform the design. Network on chip (NOC) or plus generally 

MPSoCs are relatively aim new approach to integrated circuits on 

a platform SoC.[9] Then MPSoCs and NoC are broadly employed 

in embedded systems (for example automotive control engines, mo-

bile phones, etc..) where, once they are set up in the field, they con-

tinue to run the same group of applications. Here, we concentrate 

on mesh-based NoC architectures, where the resources contact with 

one another through a mesh of switches that are used for routing 

and buffering the data. A resource can generally be any of the fol-

lowing core: a general processor GP, a memory, DSP, an FPGA. 

From a layout perception, a two dimensional mesh network topol-

ogy is the easiest and the links connecting the processing core and 

switching elements does not depend on the size of the system. 

However, routing in such a mesh network is simple. It results in 

potentially small switches, wide bandwidth, total scalability and 

short clock cycles[10]. The most difficult task in this NoC topology 

is the mapping of the core on the mesh so as to adjust certain per-

formances indexes like speed, power, performance and area. Map-

ping is a quadratic assignment problem that is identified as NP-

hard. 

This mapping problem rises exponentially with the network com-

plexity based on certain resources, interconnection, communica-

tion, and tasks. It is important to state the different methods to iden-

tify a mapping that will suit the required performance indexes. Also, 

the techniques have to handle all possible architectural mapping re-

placements with a multiple criteria exploration .In fact, the optimi-

zation factors are many and mostly they will always be in contrast 

with one another. So this gives rise to multiple solutionsfor a single 

problem ,i.e single mapping ,but it includes a set of equal (i.e not 

dominative) architectural alternative solutions under all possibili-

ties, each of the solution showing a different trade-off among the 

objective values or the parameters which is to be optimized com-

monly called the Pareto Set [11]. 

Then the crucial task for MPSoCs is to minimize the total energy 

consumption. Initially, a well-structured task graph is formulated, 

which a fixed acyclic graph is representing a functional abstraction 

of the application which will work on the MPSoC. Every task is 

described by the count of clock cycles needed for the implementa-

tion of the task. Obviously the time period taken for each task and 

the energy dissipated for executing it relies on the clock frequency 

applied throughout the execution of the task. 

This is a very difficult problem. Because we have to solve two prob-

lems together i.e, the scheduling and assigning of tasks to the pro-

cessors and at the same time estimate the best path allocation pre-

viously mentioned as Network Assignment [12-14]. 

2. System model 

The On-chip communication link consist of reconfigurable serial 

and parallel link .Optimal packet size, selection of serial and paral-

lel link, clock rate and parallel link size are the parameters which 

are optimized under the genetic algorithm. Fig 1 shows the commu-

nication link of the proposed system design. 

 

 
Fig. 1: Communication Link for the on Chip Communication. 

The information bit are converted to the symbol by symbol genera-

tion unit which is typically low power encoding of the bits .The 

symbol generated is given to the Genetic algorithm optimizer to an-

alyse the symbol and generate the optimal parameters .The opti-

mized parameter is given to the protocol stack which generates the 

symbol for protocol stack with generation of header and footer. The 

output is given to the optimum packet generation which puts the 

symbols, header and footer information in to the optimal 

packet .The optimum generated packet is given to the channel 

which is the reconfigured serial or parallel bus based on the output 

of the genetic algorithm . The packets are received by the receiving 

process. The received packets are extracted by optimal packet ex-

tractor .The extracted packets will be de-packetized by de-packet-

izer then it will be decoded by symbol decoder to get the infor-

mation bits.  

 

 
Fig. 2: Flow Chart of Genetic Algorithm. 

 

Fig 2 shows the genetic algorithm flow chart. Random generation 

of 50 chromosomes is done by random bit generator .The validation 

of the random bit are done at initialization process and the values 

are initialized by the random combination of the communication 

link. The design of the fitness function is done from the problem of 

the optimization which is given below. 

Optimization problem: 

 

min 𝑝𝑡  

Stated that,   𝑟𝑑  ≥ 𝑟𝑚𝑖𝑛; 

 

𝑏𝑒𝑟 ≤ 𝐵𝐸𝑅𝑀𝐴𝑋                                                                            (1) 

 

Above optimization problem minimizes power consumption by 

keeping the data rate of the On- chip communication link more than 

or equal to the minimum data rate and the bit error rate of the link 

is lesser than that of maximum amount the application can tolerate.  

Fitness function: 

 

f(n)=α flp (n)+(1-α)fcf (n)                                                              (2) 

 

Equation 1 gives the fitness function that will be used to evaluate 

the score of the each chromosome. α is the scale value to give im-

portance to low power requirement and communication efficiency. 

flp (n) is the fitness of the power consumption evaluation and fcf(n) 

is the communication efficiency fitness function. 

All the random chromosomes are applied to the fitness function of 

the above and the best chromosome which provide maximum or 

minimum value is selected as current parent chromosome which is 

applied to cross over and mutation process to generate next gener-

ation chromosome .If the next generation chromosome satisfies the 

optimal requirement then the algorithm is terminated else it is re-

peated by including the new chromosome. 

Chromosome design: 
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An 8 bit chromosome is designed to code the communication link 

parameters. Table 1 provides the bit allocation on the chromosome 

and range of value considered for each parameter. Figure 3 shows 

the chromosome structure which is used to code the parameters. 

 
Table 1: Bit Allocation of the Chromosome for the Parameters 

Parameter Range values 
Number of 

bits  

Serial or parallel link selec-

tion 

0 –serial or 1-paral-

lel  
1 

Number of links in parallel 
link 

 2 

Packet size   2 

Clock rate   2 
- 0-Low;1-High 1 

 

Fig. 3: Chromosome Structure. 

 

Fig 3 gives the structure on which the chromosome is coded using 

8 bits from Least Significant Bit (LSB) to Most Significant Bit 

(MSB).MSB has the bit for the selection of serial or parallel link. 

The LSB has the BER level demand of the application. 

3. Results and discussion 

The entire system is designed and tested on LABVIEW FPGA on 

compact RIO platform. Fig 4 gives the LABVIEW code of the core 

genetic algorithm. 

 

 
Fig. 4: Genetic Algorithm in Labview. 

 

The code is implemented in four steps .Step1 generates random 

genes to be included in the evaluation process. In step 2 the chro-

mosomes are evaluated in 100 iterations. After 100th iteration the 

best chromosome is selected based on the maximum score of the 

evaluation by mutation and cross over. 

 

 
Fig 5: Genetic Algorithm Screen Shot. 

 

Fig 5 gives the screenshot of the execution of genetic algorithm on 

simulation mode in i3 Pentium PC. The figure shows the maximum 

score of chromosome after 100thiteration is 53.30.Each generation 

taking 8228 millisecond to compute the score. 

 
Table 2: Resource Utilization for the Genetic Algorithm 

Resource Occupied  Available % 

Quadrature encoding application  
Slice register 746 30064 2.5 

Total Logic slice  262 3758 7 

LUT 546 15032 3.6 
BLOCK RAM 0 52 0 

DSP48S 0 38 0 

With genetic algorithm 
Slice register 1455 30064 4.8 

Total Logic slice  544 3758 14.5 

LUT 1662 15032 11.1 
BLOCK RAM 0 52 0 

DSP48S 0 38 0 

 

Table 2 shows the resource utilization of implementation on quad-

ratic encoder application. It shows the resource utilization of the 

implementation after and before introducing the genetic algorithm 

based selection scheme. From the table we can observe that the ad-

dition of genetic algorithm increases only a minimum amount of 

resources. 

4. Conclusion  

Efficient communication link reconfiguration system using genetic 

algorithm based optimization is designed and simulated on the 

FPGA target. The computational complexity of the genetic algo-

rithm and resource utilization summary of the proposed system is 

analysed. From the above simulation results, the functioning of the 

system is tested by applying some random inputs. Both the efficient 

communication and low power consumption was achieved by the 

proposed algorithm. 
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